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For a two tation system where the stations know that N - 2 we derive a cbs form expression
for the ex ted value of the system delay. For an N station system we deny a closed form ex- " '

pression app ximating the expected delay in a symmetric system under he load conditions.
For a two stati system where the stations do not know that N - 2 we de 've the approximate
behavior. The lues predicted by this approximation are compared to mulation results and
found to be very a rate.

We also analyze the ughput of a slotted ALOHA directional tande n a multi-hop packet ra-
dio environment. Thi study considers a model consisting of N station each of which is equipped
with an infinite buffe and each of which transmits to its downst am neighbor. The access
scheme used is symmet c slotted ALOHA according to which a sta n whose buffer is not empty
will transmit with proba ility p. Our point of departure is a p ously reported result which
states that when p - 1 the ndem is fully synchronized and the sy m throughput is 1/3, which is
the maximum achievable ughput in a tandem. We extend result and show that for p < I
the system is "partially syn ronized" and derive an expressio approximating the throughput (S)
for high values of p. This ex ression is:

I [ -

For low values of p we approxima the throughput by the allowing expression:

S =p(l-P)/

For the medium range of p we sugges an approxim ion to the system throughput by using a
linear combination of the two expressio given abo . The approximations suggested are corn-
pared to simulation results and are found t be very curate for most practical tandems (tandems
which consist of less than 20 stations).

Lastly, we study the behavior of a very fast bi re ional bus system. We assume that the system
consists of N stations located on a bidirectiona us and analyze the system throughput for dif-
ferent transmission policies. A major assumpti in this analysis is that the bus is very fast, so
that the time for a packet (one unit of transmitt i ormation) to propagate from one station to its
neighbor is equal to or greater than the trans ssion ime of the packet. This study is in contrast
to the results reported in previous studies w ich pre *ct that certain access schemes like CSMA
(which uses the carrier sense mechanism) ill perfo very poorly in this environment. Our
prediction shows that due to synchroniz *on propert observed in this system, the system
throughput is relatively high. Our results also provide e idence that the very fast bus system is
very stable and does not need any artificia n'techanism to co rol its stability.
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(20)

This contract has three primary designated research areas: distributed communications access, dis- 0
tributed processing, and distributed control and algorithms.

This report contains the abstracts of the publications which summarize our research results in
those areas during this semi-annual period, followed by the main body of the report which con-
sists of the Ph.D. dissertation by Hanoch Levy, "Non-Uniform Structures and Synchronizations
Patterns In Shared-Channel Communications Networks", conducted under the supervision of Pro-
fessor Leonard Kleinrock (Principal Investigator for this contract). In this study, we begin with
some purely theoretical results which we later applied to some practical communication systems.

First, a single-server queueing system in which a start-up delay is incurred whenever an idle
period ends and a single-server queueing system in which the server takes vacation periods when
the system is idle are both analyzed. In these systems, the start-up delays (or the vacation periods)
are assumed to be random variables independent of the system state. The main result of this prel-
iminary analysis states that the delay distribution In the queue with starter is composed of the
direct sum of two independent random variables: 1) The delay in the equivalent queue without
starter, called the original delay. 2) The additional delay ;uffered due to the start-up delay. It is
further shown that M/G/I with vacations is just a special case of M/G/ with starter, so that the
delay in MJG/I with vacations can be easily found by using the formula for the delay of M/G/l p
with starter. Second, using geometric arguments it is explained why the additional delay in the
vacation system is distributed as the residual life of the vacation period.

Next, we analyze the delay of a single server queue with a starter. However, now the start-up de-
lay is not assumed to be independent of the system state. Rather, it is assumed that the length of
the start-up duration depends on the arrival proccess. Two types of systems are analyzed: 1) A
system where the start-up delay depends on the amount of work (or the number of customers) ar-
riving to the system at the beginning of the start-up period. 2) A system where the start-up delay
depends o.i the length of the idle period preceding the start-up operation. For these systems we
derive the expected value of the additional delay suffered in the system. This value can be added
to to the expected value of the original delay (which, for most systems without a starter is easy to I..-.-
derive) to yield the expected value of the total delay in the system with starter. It is shown that
these results can be easily applied to systems with bulk arrivals as well as for systems with single

* arrivals.

Then, we analyze the behavior of random polling system. The polling systems considered con-
sist of N stations, each equipped with an infinite buffer, and of a single server who serves them in
some order. In contrast to previously studied polling systems where the order of service used by
the server is periodic (and usually cyclic), in the systems considered here the next station to be
served after station I Is determined by probabilistic means. Three service policies are considered:
1) Exhaustive policy. 2) Gated policy. 3) Non exhaustive policy. For all these service policies we
derive a closed form expression for the expected delay in the system when the stations are as-
sumed to be symmetric. For non symmetric systems we present a sent of N 2 linear equations that
must be solved numerically to yield the expected value of the delay. Th results reported in this
chapter are applied in chapter 5 in the analysis of exhaustive ALOHA schemes. The queueing

* behavior of exhaustive slotted ALOHA, a method which is used to control the transmission of N
stations in a one-hop environment is presented next.
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For a two station system where the stations know that N 2 we derive a closed firm k.
- for the expected value of the system delay. For an N station system we derive a closed form ex-
, pression approximating the expected delay in a symmetric system under heavy load conditiotr,,.

For a two station system where the stations do not know that N - 2 we derive the approximate
behavior. The values predicted by this approximation are compared to simulation results and. .

. found to be very accurate.

• "We also analyze the throughput of a slotted ALOE! A directional tandem in a multi-hop packet ra-
dio environment. This study considers a model consisting of N stations each of which is equipped '
with an infinite buffer and each of which transmits to its downstream neighbor. The access
scheme used is symmetric slotted ALOHA according to which a station whose buffer is not empty 0
will transmit with probability p. Our point of departure is a previously reported result which
states that when p = I the tandem is fully synchronized and the system throughput is 1/3, which is
the maximum achievable throughput in a tandem. We extend this result and show that for p < I
the system is "partially synchronized" and derive an expression approximating the throughput (S)
for high values of p. This expression is:

! 0
s - N,( -

For !ow values of p we approximate the throughput by the following expression:

S =p(l--p) 2  -

For the medium range of p we suggest an approximation to the system throughput by using a .

linear combination of the two expressions given above. The approximations suggested are corn-
pared to simulation results and are found to be very accurate for most practical tandems (tandems
which consist of less than 20 stations).

Lastly, we study the behavior of a very fast bidirectional bus system. We assume that the system
consist s of NI stations located on a bidirectional bus and analyze the system throughput for dif-
ferent transmission policies. A major assumption in this analysis is that the bus is very fast, so .
that the time for a packet (one unit of transmitted information) to propagate from one station to its
neighbor is equal to or greater than the transmission time of the packet. This study is in contr:o-t .. "
to the results reported in previous studies which predict that certain access schemes like CS\. :X fop
(which uses the carrier sense mechanism) will perform very x)orly in this environment. Our

*prediction shows that due to synchronization properties observed in this system, the sy.,tc-n
throughput is relatively high. Our results also provide evidence that the very fast bus system is

*. very stable and does not need any artificial mechanism to control its stability.
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Pl TASK Ill. DISTRIBUTED CONTROL AND ALGORITHMS

Routing, flow control and survivability in large packet radio networks as
well as in public data networks will be studied as control algorithms in a
distributed environment. Measures of performance, including
throughput, response time, blocking, power, fairness, and robustness will
be applied to these systems. Distributed algorithms for finding shortest
paths, connectivity, loops, etc. will be studied. The effect of node and
link failures, limited amounts of memory at each node and restricted
channel capacity for communications will be investigated. The effect of
network failures and delays on distributed data base management systems
will also be studied.

A major contribution of our research during this reporting period is contained in Reference 4 list-
ed below, namely "Non-Uniform Structures and Synchronization Patterns In Shared-Channel
Communication Networks", by Hanoch Levy. This dissertation was supervised by Professor Leo-
nard Kleinrock (Principal Investigator for this research).

In this study, we begin with some purely theoretical results which we later applied to some practi-
cal communication systems.

First, a single-server queueing system in which a start-up delay is incurred whenever an idle
period ends and a single-server queueing system in which the server takes vacation periods when
the system is idle are both analyzed. In these systems, the start-up delays (or the vacation periods)
are assumed to be random variables independent of the system state. The main result of this prel-
iminary analysis states that the delay distribution in the queue with starter is composed of the
direct sum of two independent random variables: 1) The delay in the equivalent queue without
starter, called the original delay. 2) The additional delay suffered due to the start-up delay. It is
further shown that M/G/I with vacations iN just a special case of M/G/I with starter, so that the
delay in M/G/1 with vacations can be easily found by using the formula for the delay of M/GII
with starter. Second, using geometric arguments it is explained why the additional delay in the
vacation system is distributed as the residual life of the vacation period.

Next, we analyze the delay of a single server queue with a starter. However, now the start-up de-
lay is not assumed to be independent of the system state. Rather, it is assumed that the length of
the start-up duration depends on the arrival process. Two types of systems are analyzed: 1) A
system where the start-up delay depends on the amount of work (or the number of customers) ar-
riving to the system at the beginning of the start-up period. 2) A system where the start-up delay
depends on the length of the idle period preceding the start-up operation. For these systems we
derive the expected value of the additional delay suffered in the system. This value can be added
to to the expected value of the original delay (which, for most systems without a starter is easy to
derive) to yield the expected value of the total delay in the system with starter. It is shown that 7,
these results can be easily applied to systems with bulk arrivals as well as for systems with single
arrivals.

... . .... .
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ADVANCED TELEPROCESSING SYSTEMS

Defense Advanced Research Projects Agency

Semi - Annual Technical Report

September 30, 1984

INTRODUCTION

This Semi - Annual Technical Report covers research carried out by the Advanced Teleprocessing
Systems Group at UCLA under DARPA Contract No. MDA 903-82-C-0064 covering the period
from April 1, 1984 to September 30, 1984. Under this contract we have three designated tasks as
follows:

TASK!I. DISTRIBUTED COMMUNICATIONS ACCESS

The general problem of sharing a multi-access broaidcast distributed sys-
tems among a set of competing users will be studied. General issues in-
volving exhaustive communications, start-up problems and refined
models to manifest some more realistic phenomena in these systems will
be studied. Applications to packet radio systems and large survivable
networks involving the study of tandem networks, multi-hop networks,
one-way communication links, correct reception of more than one simul-
taneous transmission and mobility will be included. Further applications
will include the sr'idy of very high bandwidth channels and/or very long
propagation delay systems, multiple token systems and compound
hierarchical network structures.

TASK /I. DISTRIBUTED PROCESSING

The interplay between distributed communications in a broadcast en-
vironment and processing of distributed data will be studied. For exam-
ple, the effect of merging sorted lists in a broadcast environment, as well
as finding properties of elements in these lists, will be studied. Con-
currency in multiprocessor systems will be studied in order to investigate
performance in terms of response time and speedup factors for various
graph models of computation. Connection architectures for multiproces-
sor systems will be investigated as well. One application here is the
structure of the processing and communication architecture for super-
computers.

. . . . . .. . . . . . . %... . .
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Then, we analyze the behavior of random polling systems. The polling systems considered con-
sist of N stations, each equipped with an infinite buffer, and of a single server who serves them in
some order. In contrast to previously studied polling systems where the order of service used by
the server is periodic (and usually cyclic), in the systems considered here the next station to be
served after station i is determined by probabilistic means. Three services policies are con-
sidered: 1) Exhaustive policy. 2) Gated policy. 3) Non exhaustive policy. For all these service
policies we derive a closed form expression for the expected delay in the system when the stations
are assumed to be symmetric. For non symmetric systems we present a sent of N2 linear equa-
tions that must be solved numerically to yield the expected value of the delay. The results report-
* ed in this chapter are applied in chapter 5 in the analysis of exhaustive ALOHA schemes. The
queueing behavior of exhaustive slotted ALOHA, a method which is used to control the transmis-
sion of N stations in a one-hop environment is presented next.

For a two station system where the stations know that N = 2 we derive a closed form expression
for the expected value of the system delay. For an N station system we derive a closed form ex-
pression approximating the expected delay in a symmetric system under heavy load conditions.
For a two station system where the stations do not know that N = 2 we derive the approximate
behavior. The values predicted by this approximation are compared to simulation results and
found to be very accurate.

We also analyze the throughput of a slotted ALOHA directional tandem in a multi-hop packet ra-
dio environment. This study considers a model consisting of N stations each of which iL: equipped

with an infinite buffer and each of which transmits to its downstream neighbor. The access
scheme used is symmetric slotted ALOHA according to which a station whose buffer is not empty

. will transmit with probability p. Our point of departure is a previously reported result which
states that when p = 1 the tandem is fully synchronized and the system throughput is 1/3, which is
the maximum achievable throughput in a tandem. We extend this result and show that for p < I
the system is "partially synchronized" and derive an expression approximating the throughput (S)
for high values of p. This expression is:

SZ
3 [2-p N5

For low values of p we approximate the throughput by the following expression:

S 
= p(l-p)

2

For the medium range of p we suggest an approximation to the system throughput by using a
linear combination of the two expressions given above. The approximations suggested are com-
pared to simulation results and are found to be very accurate for most practical tandems (tandems
which consist of less than 20 stations).

Lastly, we study the behavior of a very fast bidirectional bus system. We assume that the system
consists of N stations located on a bidirectional bus and analyze the system throughput for dif-
ferent transmission policies. A major assumption in this analysis is that the bus is very fast, so
that the time for a packet (one unit of transmitted information) to propagate from one station to its
neighbor is equal to or greater than the transmission time of the packet. This study is in contrast
to the results reported in previous studies which predict that certain access schemes like CSMA
(which uses the carrier sense mechanism) will perform very poorly in this environment. Our -'
prediction show that due to synchronization properties observed in this system, the system
throughput is relatively high. Our results also provide evidence that the very fast bus system is
very stable and does not need any artificial mechanism to control its stability. The entire disserta-
tion is reproduced as the main body of this report. The following list of research publications
summarizes the results of this semi-annual period and the abstract of each paper is given along
with the reference itself.
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RESEARCH PUBLICATIONS

Aguiar Rodrigues, P., L. Fratta and M. Gerla "Token-Less Protocols For Fiber Op-
tics Local Area Networks", Proceedings, ICC Amsterdam, May 1984.

A family of distributed bus access protocols is presented. The medium
consists of a pair of unidirectional fiber optics busses to which stations
are connected via passive taps. The protocols provide round robin
conflict free bounded delay access to all stations. Contrary to most round
robin access schemes, they do not require transmission of special packets
(tokens); rather, they simply rely on the detection of bus activity at each
station.

2. Nelson, R. and L. Kleinrock, "The Spatial Capacity of a Slotted ALOHA Multihop
Packet Radio Network with Capture", IEEE Transactions on Communications, Vol.
Com-32, No. 6, June 1984, pp. 684-694.

In this paper we determine throughput equations for a packet radio net-
work where terminals are randomly distributed on the plane, are able to
capture transmitted signals, and use slotted ALOHA to access the chan-
nel. We find that the throughput of the network is a strictly increasing
function of the receiver's ability to capture signals, and depends on the
transmission range of the terminals and their probability of transmitting
packets. Under ideal circumstances, we show the expected fraction of
terminals in the network that are engaged in successful traffic in any slot
does not exceed 21 percent.

3. Gafni E_ and Y. Afek, "Election and Traversal in Unidirectional Networks", ACM
Symposvim Proceedings, Principles of Distributed Computing, Vancouver, British
Columbia, August 1984.

This paper presents distributed algorithms for election and traversal in
strongly connected unidirectional networks. A unidirectional network
consists of nodes which are processors connected by unidirectional com-
munication links. Initially, processors differ by their identifier but are
otherwise similar. The election algorithm distinguishes a single proces-
sor from all other processors. The election algorithm requires O(log n)
bits of memory in each processor and has communication complexity of
O( n.m+n 2 log n) bits. In the traversal algorithm one node initiates a to-
ken which visits all the nodes of the network and returns to the initiator.
The traversal algorithm is derived from the election algorithm. It
achieves the same communication complexity and uses only 0(1) bits of
memory in each processor.

4. Levy, Hanoch "Non-Uniform Structures and Synchronizations Patterns In Shared-
Channel Communications Networks", Ph.D. dissertation, Computer Science Depart-
ment, University of California, Los Angeles, Report No. CSD-840049, August 1984.
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ABSTRACT OF TICE DISSERTATION

Non-Uniform Structures and Synchronization Patterns

in Shared Channel Communication Networks

by

Ilanoch Levy

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 1984

Professor Leonard Kleinrock, Chairman

In this dissertation we study an important property of shared channel communication networks -

the self-synchronization property. Our goal is to study systems which tend to naturally synchronize them-

selves. The advantage of this property is that the system will be efficient under both heavy and low loads

without using artificial means. The contributions of this dissertation fall into two disciplines: one, the

* discipline of shared channel communication networks, in which we uncover and study synchronization

properties of several systems; the other, queueing theory, in which we study several general-application

systems, the studies of which are required for the analysis of the shared channel systems.

As related to queueing theory, the main contributions of this dissertation are the following:

1) We develop a novel approach to study the delay in the queue ith starter.- This approach is

Nshown to be very powerful in analyzing many variations of the queue with starter.

2) We introduce the random polling system as a queueing model for distributed control systems. We

analyze this system and compare it with the etraditionar cyclic polling system.

. ".
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-The main contributions to the discipline of shared channel communication networks are:

I) We analyze the expected delay in the ezhaustive slotted ALO11A system.

2) We study the throughput of a lotied ALOHA directional tandem and observe the demonstration

of its self-synchronization properties: It is shown that the "level of synchronization* observed in the

system continuously increases with the transmission rate and, thus, the system throughput monotoni-

cally increases with the transmission rate.

3) We study the throughput in a very-fast bidirectional but system. This system is analyzed under

the basic assumption that the parameter a (packet transmission time divided by the propagation

delay) is very big. Two important results are observed for this system: a) Under perfect scheduling,

a system capacity of practically 2 is obtained. b) Under stochastic anivals, the system synchronizes

itself. For this reason the system throughput monotonically increases with the offered load and

- reaches a value of i when the offered load is 1. Because of the synchronization property, the system

is very stable and efficient, in contradiction to the predictions of previous studies.

In general, it is observed that synchronization properties play an important role in the behavior of

- hared channel networks. It is concluded that any analysis of shared channel communication networks

must account for these properties and that neglecting them may result in wrong predictions. - -

-

,-... .. ,,
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CHAPTER 1

Introduction

Shared-channel communication systems have been developed and extensively studied

during the last decade. In such systems a broadcast communication channel is to be shared

among a group of geographically distributed stations each demanding access to the channel in a
random fashion. The most common shared-channel communication networks are: 1)

Satellite networks, in which ground stations communicate with each other by a radio channel

and by using a satellite as a repeater. 2) Packet radio networks, in which many stations com-.
municate with each other by a ground radio channel. 3) Local area network., in which masy

stations, geographically close to each other, use a cable comminaicatiou media' (like a coaxial
cable or a fiber optic cable) to communicate with each other.

The main issue in designing shared-channel networks is the design of access schemes. An
access scheme is a set of rules which determines for each station under which circumstances it is

allowed to transmit. The main goal of an access scheme is to efficiently control the stations'

transmissions. Two main approaches are commonly used to control access to the channel:

1. Random access schemes.

2. "Organized", conflict free schemes.

In a scheme of the first type any station tries to acquire the channel without completely
coordinating its action with its neighbors. Such schemes include ALOHA jAbra70, Slotted-
ALOHA [Abra731 and CSMA (see, for example, (Klei76). While the performance of these

schemes is very good for low traffic demand (immediate response) they tend to become poor at

times of high demand. This is because collisions are more likely to occur when many stations try
to access the channel simultaneously (a collision occurs if two or more stations transmit at the

same time).

'The distinction between radio networks to local area networks is not always very sharp. In
some cases a local area network may use a radio channel as a communication media; in this case
the system may be considered both as a local area network and as a packet radio network.

1 J
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In a scheme of the second type the system is "organized". Only one station at a time is

permitted to transmit, so the access scheme is conflict (collision) free. Such schemes include

MSAP [Scho761 (token-ring), TDMA (see, for example, [Klei761), EXPRESS-NET [Fratfil and
others. The performance of these schemes is good for heavy traffic and poor (due to a relatively

long response time) for light traffic.

In this work we study a special property of shared- channel communication networks,

namely, the self-synchronizing property. We take a clue from nature, in which we often observe

that a set of many randomly behaving particles may display a self organized global motion. Try-

ing to imitate this phenomenon, we look for these features in the behavior of shared-channel

communication networks.

The advantage of this behavior is twofold. First, if the system is self synchronizing, then

no external synchronization mechanism is required. Second, such a system should behave

efficiently both for heavy and light traffic: when the traffic is light, the station (as equivalent to . -

the independent particle) obeys its own random demands, without condicting with others. When --

the traffic is heavy, the behavior of the stations becomes organized so that the number or

conflicts is minimized. In a sense, this behavior is a natural mixture of the two basic access

approaches: the random access approach at low load and the conflict free approach at heavy

load.

Synchronization effects have not been studied extensively in the context of shared-

channel communication networks. The complexity of the models (see a detailed discussion of

this issue in section 1.1) and the limitations of the available analysis tools have caused research-

ers to make simplifying assumptions which 'hide" (or disregard) these features. The most corn-

mon of these simplifying assumptions are: I) Uniformity of the network structure. 2) Indepen-

deuce of events. It is the absence of much previous study that makes this research important.

Features that were not studied before (or even were not observed!) may have a significant impact

on the performance of communication systems. In general, new access and routing schemes are
developed (and implemented) on the basis of understanding system behavior. Therefore, it is

important to know how close the existing models (and their analyses) are to the behavior of the

real system. Uncovering the synchronization effects in shared-channel communication networks

will contribute to a better understanding of the system behavior.

In fact, the results reported in this dissertation show that in many cases the predictions

of the simplifying-assumption models are misleading. For example, for some systems the simpli-

fying model predicts very poor performance at high loads; in contrast, this study shows that, due

to synchronized behavior, the same system performs almost perfectly at high loads.

2".
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We conclude that synchronization properties must be considered when shared-channel

communication networks are analyzed. Moreover, it is important to consider these features in the

design of shared-channel networks. It is also concluded that simplifying assumptions about uni-
formity of the structure and about independence of events may cause significantly wrong predic-
tions, and thus should be considered cautiously.

We choose to study the synchronization properties by the means of case studies. These r
cases are shared-channel communication networks that possess synchronization properties. Since
each of these systems is an important topic for itself we study them in full detail, revealing,

through the research, the synchronization properties. A description of these case studies is gives

in section 1.2.

1.1 Motivation, Difficulties and Solution Approaches

In contrast to the assumptions commonly used in the analysis of communication net-
works, namely independence of events and uniformity, the two properties inherently related to

synchronized systems are quite the opposite, namely:

1. Non-uniform structure.

2. Events which are statistically correlated to each other.

In a non-uniform structure some station may be distinguishable from the others. In contrast, in

a uniform structure it is hard to distinguish one station from the others; this property is strongly
related to the claim that in a symmetric network (no node identifiers) there is no distributed
deterministic way to elect a node [Gall79]. To contrast the uniformity property with synchroni-

zation note that the elements (stations) in synchronized systems are distinct from each other at a
given time (e.g., one transmits, the others are silent). For this reason we coneture that syn-
chronization features are strongly related to non-uniform structures, and that it is very unlikely
to observe these features in uniform structures.

The second property (i.e., correlation) simply states that in a synchronized system the
events occurring at time I are correlated to the events occurring at time r<1.

Not accidently, synchronization patterns have not been deeply studied in communication
networks. The reason is that both the noo-uniformity property and the correlation property were
rarely represented in previous models. The common simplifying assumptions, namely, the

independence of events and the structure uniformity did not allow these properties to show up in
the models.

.......... - .. . ... ,..... -o •.... . . .-.
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It should be clear that any of these "simplifying assumptions" is usually necessary for the

simplicity of the analysis in all the models where it is used. The limitation of queueing theory

and of other analysis tools do not allow us to easily analyze a system where the events are son-

independent (for example the reader can refer to (YemilM~ where a complete chapter deals with

the difficulties of solving two dimensional Markoy-chains). So, for the sake of "elegant* analysis,

simplifying assumptions usually have to be made.

From the above discussioa it is implied that our task of revealing synchronizing patterns

is not easy. In order to observe these properties we have to abandon some of the "good' assump-

* tions, an action which will make the analysis difficult. For this reason we will not always be able

* to achieve "elegant" results. Rather, in many of the cases where queueing theory tools will be

found to be too weak we may have to resort to some of the following means:

1. Apply some other relaxing assumption that still preserves the properties to be observed.

*2. Apply approximation or simulation techniques.

We are aware of the lack of elegance of these techniques but consider them as the "price" that

has to be paid in order to better understand communication-network behavior.

Due to the difficulties in the analysis, for some of the systems to be analyzed it was

required to solve some basic problems in queueing theory. For this reason this dissertation con-

sists of two logical parts: The Arst part is a theoretical part and is devoted to the study of

several basic queueing systems. The second part deals with studying the synchronization feature

in several shared-channel communication networks. The queueing theory results derived in the

* first part are used in the second part where we analyze shared-chiannel communication networks.

* 1.2 The Canis Stuadles

Three shared-channel communication systems are considered in this work. The first sys-

tem is a one-hop'* network where the access scheme used is exhaustive slotted ALOHA. Accord-

ing to this scheme, a station which successfully transmits a unit of information (called a packet)

will have the exclusive right to continue transmitting other packets without being interrupted by

the other stations. Only after this station erAsusto its buffer, are the other stations allowed to

access the channel. This system can be thought of as "control synchronized" (in contrast to

naturally synchronized) since the exhaustive scheme implies that the stations take turns in their

transmissions so that the system is actually synchronized.

A one-hop network is a network where every station hears all the other stationti. In contrast, a
multi-hop network is a system where a given Station hears only some of the other stations, which
are called the neighbors of this station.

4
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The second system is a directional tandem in a multi-hop radio environment where the

access scheme used is slotted ALOHA. The tandem is a basic structural component of any

multi-hop radio network. Thus understanding the tandem behavior is very important for the

analysis of multi-hop radio networks. This study reveals that at high loads the tandem network

tends to synchronize itself and thus to perform very efficiently [YemigOj. This is in contrast to

the common belief that the performance of shared-channel networks significantly degrades at

high loads. The synchronization feature analyzed in this study may lead to the invention of

efficient access and routing schemes tailored for the multi-hop radio network.

The third and the last system is a very-fast-bus network. In this system all stations are

connected to a very fast bidirectional bus through which they communicate with each other. The

common belief about bus networks is that the performance of these systems under random access

schemes (like CSMA or CSMA/CD) degrades when the speed of transmission increases. Accord-

ing to this belief the performance of the CSMA access scheme will be very poor when imple-

mented on a very fast bus system. In contrast to this belief, our study reveals that in a very-fast

bus system with a high load, the system tends to synchronize ise f. As a matter of fact we dis-

cover that the system throughput monotonically increases with the olered load and reaches a

value of I at very high load.

1.3 Structure of thin Work and Summary of Results

As mentioned above this dissertation consists of two main parts: The first part, contain-

ing chapters 2, 3 and 4, deals with solving general problems in queueing theory. The second part,

containing chapters 5, 6 and 7, deals with the case studies discussed above. The solutions

derived in chapters 2, 3 and 4, are used in the analysis carried in chapter 5. Due to the nature

of this work the previous work related to each topic is separately reviewed in each of the

chapters.

1.3.1 Delay Analysi of a Queue with an Independent Starter (Chapter 2)

A single-server queueing system in which a start-up delay is incurred whenever an idle -

period ends and a single-server queueing system in which the server takes vacation periods when

the system is idle are both analyzed in chapter 2. In all systems analyzed in this chapter the

start-up delays (or the vacation periods) are assumed to be random variables independent of the

system state.

The main result of this chapter states that the delay distribution to the queue with star-

ter is composed of the direct sum of two independent random variables: 1) The delay in the

equivalent queue without starter, called the original delay. 2 ) The additional delay suffered due to

the start-up delay. Using this decompostion property, it is easy to derive the distribution of the

delay suffered in the system with starter. This analysis is done for systems (both discrete and

rS
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continuous) where the interarrival times possess the memoryless property'. In the second part of

this chapter, using the decomposition approach, we analyze the M/G/1 system with vacation

periods. It is ant shown that M/G/I with vacations is just a special case of M/G/L with starter,

so that the delay in M/G/l with vacations can be easily found by using the formula for the

delay of M/G/l with starter. Second, using geometric arguments it is explained why the addi-

tional delay in the vacation system is distributed as the residual life of the vacation period.

1.3.2 Delay Analyas of a Queue with a Non Independent Starter (Chapter 3)

Chapter 3 is a natural extension of the study done in chapter 2. Again, in this chapter,

we analyze the delay of a single server queue with a starter. However, in contrast to the systems

studied in chapter 2, here the start-up delay is not assumed to be independent of /the system state.

Rather, it is assumed that the length of the start-up duration depends on the arrival process.

The analysis method used in this chapter is similar to the one used in chapter 2. Using

the decomposition property presented in chapter 2, it is relatively simple to analyze the delay in a

single server queue with a non independent starter.

Two types of systems are analyzed: I) A system where the start-up delay depends on

the amount of work (or the number of customers) arriving to the system at the beginning of the

" start-up period. 2) A system where the start-up delay depends on the length of the idle period

preceding the start-up operation. As in chapter 2 the analysis is done for systems (both discrete

and continuous) where the interarrival periods possess the memoryless property.

For these systems we derive the expected value of the additional delay suffered :n the

system. This value can be added to to the expected value of the original delay (which, for most

systems without a starter is easy to derive) to yield the expected value of the total delay in the

system with starter. In addition, in the cases where the original delay cannot be derived, the

expression for the expected value of the additional delay has its own importance if different star-

ters are compared to each other. It is shown that these results can be easily applied to systems

with bulk arrivals as well as for systems with single arrivals.

A deeper study is done on the M/G/l system with a starter where the start-up delay

depends on the service time of the first customer (a customer arriving at an empty system). For

this system we derive the Laplace-Stieltjes transform (LST) of the total delay suffered in the sys-

tem.

'The delay analysis of an M/G/I system with an independent starter has been done previously
using other analysis methods. Using the decomposition method we rederive this result.

6... . . . .. . . . . . . . . . . . . . . . . . . . . .
.. . .. . .. . .. . . .. . . . .. . ..6



,, n r . . •. -," - . ..

The results of this analysis and ,be results reported in chapter 2 are applied in chapter 5
to the analysis of some exhaustive slotted ALOHA systems.

1.3.3 The Analysis of Random Polling Systems (Chapter 4)

In chapter 4 we analyze the behavior of random polling system*. The polling systems

considered consist of N stations, each of them equipped with n infinite buffer, and of a single
server who serves them in some order. In contrast to previously studied polling systems where
the order of service used by the server is periodic (and usually cyclic), in the systems considered

here the next station to be served after station i is determined by probabilistic means. More
specifically, according to the model considered in this chapter, after serving station i the server

will poll station j (j=1,2,'",N) with probability p,.

The model considered here is a discrete time model where the service time of a customer
is assumed to be fixed and equal to the discrete time unit. The arrivals to each station are

assumed to be bulk arrivals with bulk size taken from an arbitrary distribution, sad the size of
tht bulk arriving at time 91 independent of the size of the bulk arriving at time l2 (for tlt2).

Three service policies are considered in this chapter: 1) EzAsustiue policy. 2)
Gated policy. 3) Non ezhaustive policy. For all these service policies we derive a closed form

expression for the expected delay in the system when the stations are assumed to be symmetric.
For non symmetric systems we present a set or AP linear equations that must be solved numeri-
cally to yield the expected value of the delay. Also derived in this chapter are relations for the

z-transforms of the cycle time and of the number of customers found in the system at polling
instants.

L.-

The results reported in this chapter are applied in chapter 5 in the analysis of exhaustive

ALOA schemes.

1.3.4 An Analysis of the Exhaustive Slotted ALOHA System (Chapter 5)

In this chapter we study the queueing behavior of exhaustive slotted ALOHA, a method
which is used to control the transmission of N stations in a one-hop environment. Our main goal

in this chapter is to derive the expected delay observed in this system. This is our first case
study.

For a two station system where the stations know that N-2 we derive a closed form

expression for the expected value of the system delay. This analysis is done partially by using
the queue with starter approach and the results derived in chapters 2 and 3, and partially by

using a Markov Chain approach.

7
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For an N station system we derive a closed form expression approximating the expected

delay in a symmetric system under heavy load conditions. To derive this expression we emulate
the system by a random polling system and use the results derived in chapter 4.

For a two station system where the stations do not know that N=2 we use the two

results reported above: 1) The expression derived for the two station systen 'where the stations
know that N-2) is used as a low load approximation and as a lower bound. 2) The expression

derived for the N station system is used as a heavy load approximation. To approximate the
expected delay in the middle range of the load we use a linear combination of the two approxi-

nations. The values predicted by this approximation are compared to simulation results and

found to be very accurate.

1.3.5 Synchronlzatlon properties In the Behavior of a Slotted ALOHA Tandem

(Chapter 6)

In chapter 6 we analyze the throughput of a slotted ALOHA directional tandem in a -

multi-hop packet radio environment. This second came study considers a model consisting of N
stations each of which is equipped with an infinite buffer and each of which transmits to its

downstream neighbor. The access scheme used is symmetric slotted ALOHA according to which
a station whose buffer is not empty will transmit with probability p. Our point of departure is a
previously reported result [Yemi8OI which states that when p1l the tandem is fully synchron-
ized and the system throughput is 1/3, which is the maximum achievable throughput in a tan-

-* dem. We extend this result and show that for p <1 the system is "partially synchronized" and
derive an expression approximating the throughput (S) for high values of p. This expression is: -

S---

3 (2 - p)

- For low values of p we approximate the throughput by the following expression:

S p(I-p)2

For the medium range of p we suggest an approximation to the system throughput by using a

* linear combination of the two expressions given above. The approximations suggested are com-

pared to simulation results and are found to be very accurate for most practical tandems (tan-
- dems which consist of less than 20 stations).

The results reported in this chapter show that when we account for synchronization the
.- tandem throughput monotonically increases with the transmission probability (p). This is in

"' contrast to what could be implied from previous studies where the stations are assumed to
behave independently of each other (i.e., not accounting for synchronization).
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1.3.B 0. the Behavior of a Very Fast Bidirectional Buss Network (Chapter 7)

In this chapter we study the behavior of the very fast bidirectional bus system (ait third
case study). We assume that the system consists of Nostation@ located on a bidirectional bus and
aa aly ze the system throughput for different transmssion policies. A major assumption in this
aalysis is that the bus is very fast, so that the time for a packet (one unit of transmitted infor-
mation) to propagate from one station to its neighbor is equal to or greater than the transmiw.
sion time of the packet. This study is challenged by the results reported in previous studies
which predict that certain access schemes like CSMA (which uses the carrier sense mechanism)
will perform very poorly in this environment. In contrast to this prediction we show that due to

synchronization properties observed in this system, the system throughput is relatively high. -

The first part of this chapter deals with the theoretical limitations of the system. In this
analysis we solve for the system capacity (defined to be the maximum achievable throughput
under a carefully selected Iranemieion schedule). A surprising reselt of this analysis states that
when the stations are not forced to obey the carrier sense rule the system capacity is approxi-

mately 2. More precisely, we show that the capacity (denoted by C) is bounded as follows:

N2--= < C < min,-
N 2

where N is the number of stations. On the other ead for a system where the carrier sense

mechanism is enforced we show that the system capacity is exactly 1.

The second part of this chapter, deals with the system throughput under stochiastic

arrivals. For a system where carrier sense mechanism is Dot enforced it is shown that the system
throughput is identical to the throughput of the slotted ALOHA scheme when applied in a satel-

lite network (or in a one-hop radio network). According to this result the total throughput

(denoted by S) in a fully symmetric system is given by:

S N"-I-'--

where N is the number of stations and G is the offered load of each station. For a systm where

the carrier sense mechanism is enforced we cannot derive a closed form expression for the

throughput. Rather, we introduce an approximation yielding a set of NV-1 non-linear equations
which must be solved to give the system throughput. The results predicted by the approxima-

tion method are compared to simulation results and found to be accurate. The behavior observed

for this system is rather surprising: we see that the total system throughput monotonically

increases with the offered load, for ev.ry value of the offered load. This results from an interest-

ing synchronized behavior of the system, a behavior according to which the system becomes

more and more synchronized s the offered. load increase. tn contrast to what could be implied

from previous studies these results provide evidence that the very fast bus system is very stable

and does not need any artifcial mechanisms to control its stability.

9
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§ CHAPTER 2

A Queue with an Independent Starter: Delay Analysis

A queueing system in which a start-up delay is incurred whenever an idle period ends

and a queueing system in which the server takes vacation periods are both analyzed in this

chapter. In all systems analyzed in this chapter the start-up delays (or the vacation periods) are

assumed to be random variables independent of the system behavior. It is shown that the delay

distribution in the queue with starter is composed of the direct sum of two independent vari-

ables: 1) The delay in the equivalent queue without starter. 2) The additional delay suffered due

to the starter presence. Lsing this decomposition property, it is easy to derive the distribution of

the delay suffered in the system with starter. This analysis in done for systems (both discrete and

continuous systems) where the interarrival times possess the memorylesa property. Using this

approach, we then analyze the M/G/I system with varation periods. It is first shown that the

M/G/l with vacations is just a special case of the NI/G/I with i:mrter. so that the delay in the

M/G/t with vacations can be easily found by using the formula for the delay of the M/G/I with

starter. Second, using geometric arguments it is explained why the additional delay in the vaca- -"-

tion system is distributed as the residual life of the vacation period.

* 2.1 Model and Previous Work

In the following we consider a queueing system with a "starter." In such a system the

server is "turned off" whenever it becomes idle. When a customer arrives at an idle system, it

cannot be served immediately; rather, an additional (random) amount of time is required to start

the "cold" system before the new "first" customer can be served. The length of the period

required to start the system up, is assumed, in this chapter, to be a random%, ariable independent

of the system behavior. Customers who arrive at a "hot" system li.e. one with at least one custo-

met either in service or in the queue) will join the queue and be served in turn as in a simple

queueing system.

The model for a queueing system with special consideration of a case where the server

becomes idle is not new. Miller lMiil641 analyzed the case where the server goes on a vacation

("rest period-1 of random length whenever it becomes idle. He also considered a .ystem where 7

the server behaves normally but the Birst customer arriving at an empty system has special ser-

vice time. Scholl [Scho76I, and Scholl and Kleanrnck lSchoS3 analyzed the *server with rest

periods, using another approach. As a special case for rest periods. Scholl (Scho761 considered a

queueing system with a starter (or, in his words. "a system with initial set-up time"). In both

papers, the analysis is done on M/G/l queues. These types of systems were reported also by

10
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- Cooper [Coop-.OJ, Heyman (Heym77J. Levy and Yechiali [Levy7SI1, Shanthikumar [Shan8Oj, Avi-

Itzhak Maxwell and Miller IAvi-01 and Van Der Duyn Schouten jScho781.

The need for studying a queue wvith irtart er frin slotted (i e. discrete time) systems, and

the fact that previous studies analyzed only M/G/tIt~i . -ontinuous time) Systems. motivated us

to study the queue with 4tarter again. The empha'sw !ni this rh.:pter, ison developing a novel

approach to study this system. This approach will compare the delay suffered bya utomri

a usual qucucini; system versus the delay in a Iiystemr with fitarter. Instead of deriving the delay

in the queue with starter directly. we find the advttin'i~ ditay ;uiffoedr Aur to the presence of the

starter. Moreover, we show that the addition 'ii delaY in the si,,tI-rn with Starter, is independent

of the delay in the system without starter. Uing -he independo-rire propert., it is them easy to

calculate the totAl delay In the system with starter: !h . -irvipy tht darert ,am of tht delay in

Ihe qufvie taout ewtat~r and the 4dditionaL delay ra.' i if- abe-.

The approach described 'above, is round Io tie very P"werful i. ia ailyzing Ilystems bimifaz

to the queue *if h sturver. In chapter 3. using the -;amp appoal-h. - ahalyte a queueing Sy'tem

with starter where the length of the start-up period *ipvznd on the arrival process (unlike the

system analvited here where the '.tart-up time i' tle~e or the irrival procesl In chapter 4,

the results rreooul in dhii .haipter (and in ij1 ier t S)Are ivi.ed to derive the delay in an exhaus-

tive ALOHA -Ysteni. The faci that the delay in th- .joieuje wilt Ii%t-irtor can be ralculated 3b the

(independent) -orm ..t tw.. ind.iPendent randorn VI41I;, line 'It th"m representing the delay in

the queue witholat ! tarter -ind the other repro-senrintr eiii~a derlay, Makes the analysis in

those chapters relatively simple.

As stated above. in contrast to previfoi.% %I(Idie, which :%nalyzed M/(G/l systems. the

emphasis here is on r-tudying slotted systepmP- In Ifl 2 'n we analyze the delay in a slotted

queue with starter. In this analysis we derivr the z-insform of the delay in this system. For the

sake or completeness. we use our approach to red--riv. the delayv in ta %I/(/ I queue with starter

and find agreement with Scholl t, results. In ectio~n. _' and 2 A ~e~rjdvi a systemn with vacation

periods. Firsi., we show chat a -ystem with sat-ai,.n ieriowd% i% ji~t a ppe tal case of the queue

with starter. Trhus, the dlelay in this system canl be .-asily found (rime the dielayv of the queue with

stafter (deriived above). We them show that (he Jelaii (if an M/6/1 A ith vacation periods to

fZactil of the um of two, Independent random V ariable-

* the delay in %a MIG/ I witbootti varation periods:

- atiditional delay distributed aw the toe'tdu~d *ife 4i the vacation period.

Lastly.. it should be mentioned that wrne -if this work (reported first in [Levy831) has

been reporled. in parallel, in two independentle written papers. First. Fuhrmann [Fuhr83I

showed that the delay in the queue with vacation periiiAs cunz~i-ts% of the sum or two independent

random variable%-

- the delay in an M/G/1 without vacation period*,

- additional delay distributed as the residscal lire it the vacation period.

II%
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- This result is identical to what we .-how in section 2.5. Nevertheless, the method used in
* jFuhr83J to prove this properzy is rather different from the method used in our analysis. Second,

Doshi [Dosh831 addressed the decomposition property in both the queue with starter and the

queue with vacations. The. model used in that report is a continuous time model of a GI/G/1

queue. The emphasis in [Dosh83I is on studying the queue with vacation periods, while the

queue with stazer is considered as a special case of the queue with vacation periods. "'

2.2 Notation, Definition@ and System Deseription

In the following we analyze our queueing system by means of the unfinished work in the

system. We define:

U(t) , unfinished work in the system at time t;

" remaining time required to empty the system of all customers present at time 1.

We use the usual notation:

C, j the nth customer

r, A% arrival time of C,.

" I, % r,-r,_ =a interatrival time between C,-, and C,.

c. . service time of C,..

In figure 2.la we plot the behavior of '(t) versus I in a simple queueing system. This

system will be called yrtemn-.4. As described in. IKlei75 U(t) can be viewed as the virtual wait-

ing time, i.e.. if the service policy is first-come-first-served, the waiting time of customer C, is

U(r,) (all the work residing in queue when C, arrives). We also use the terms 'busy period" and

"idle period" to represent durations in which the server is busy or idle (respectively). The busy
period durations are denoted by Y,,Y..,Y 3 ... and the idle period durations are denoted by

We can now switch to the queue with starter system and call it systern.B. In figure 2.tb

we plot U(t) versus I in system-B. In order to compare the systems, we use the same arrival

behavior in both systems. This means that the sets of arrival instances ({r}) and service times

(c}) are identical in both systems. In this figure the dashed line represents system-A and the

solid line system-B. The difference (denoted by D) represents the additional delay suffered in

system-B.

In figure 2.lb we note that customer C, arrives to an empty system and thus suffers an

additional delay D, due to a cold start. Note that C.. and C, suffer exactly the same additional

delay. When C, arrives, it finds the system idle. and suffers the additional delay of a second cold

start (D,). which is not necessarily identical in length to (D,). However. another behavior is -
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(a) System-A, a system without starter

UMt

t
' '2 -3 '4 75 -.a 7

(b) System-S, a system with starter

Figure 2.1: The unfinished work irn the system (with and without a starter)
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observed when C. arrives. Since D2>X 2 , C6 finds the system busy, and a cold start is not

required. Nevertheless, C& is still subjected to an additional delay, which is D2-X. Again, we

note that Cs and C. suffer the same additional delay as C.

Keeping this in mind, we now turn to the analysis of system-B. ""-

2.3 The Analysis of System-B, a Queue with Starter

As we mentioned before, this analysis will be done by comparison to system-A. Thus, we

shall compare the behavior of systems A and B under the same arrival pattern.

In addition to the notation used above, the following are also used:
X, - length of the ith idle period (under system-A).

S, = length of a cold start (if any) corresponding to the ith busy period .

D, actual additional delay suffered by the first customer of the ith busy period.

The reader should note that, even though we deal with system-B, we still consider busy periods

according to their appearance in system-A. Thus, all the above notation relates to busy periods

as viewed in system-A, e.g., the ith busy period is the ith busy period in system-A.

We start our analysis by observing the basic properties of the queue-with-starter system.

2.3.1 The Basic Properties of the System

The assumptions required for the general analysis are the following:

I. The length of an interarrival time, 1,, is independent of the length of any other interar-

rival time, 1, (i3j). The service time of an arbitrary customer, c,, is independent of the

service time of any other customer, c, (iyj). Service times are independent of interar-

rival times, so c, is independent of 1, for all i and j.

2. The length of a cold start, S,, is independent of the length of any other cold start S, (for

any , ).

3. The length of a cold start is independent of of the series {t,} and the series {(c}. This

implies that S. is independent of the series {X, and {Y,}.

The first assumption is very common for most queueing systems. The second and third

assumptions simply state that the length of a cold start is chosen independently of system-A and

of the length of other cold starts.

14 . -. .. . S
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Next, we show how to calculate the additional delay suffered by the first customer of

busy period i. The additional delay suffered by this first customer can recursively be calculated
from the following equation:

D , S (2.1a)

SD,-X. if D,> X.
D D (2.2b)
0,., - s , it D, < X, ---. --..

The first line in the recursion (2.2b) represents the case where the first customer of busy period i

(from system-A) finds system-B busy, while the second line represents the case where this custo-

mer finds the system idle, and its additional delay is due to an independent cold start. The basis
of the recursw a, D,, is clearly the first cold start of the system. In the following sections, we will

use this re,- .- ion to calculate the limiting distribution of D,.

While the additional delay suffered by a "first customer" is an important measure, our

main interest is the additional delay suffered by an arbitrary customer. [a the following we show

that the distributions of these two measures are identical.

THEOREM 2.1: If customers C, and C, belong to the same busy period in system-A, they suffer

exactly the same additional delay in system-B.

The proof is omitted here for its simplicity; examination of figure 2.1 can convince the reader.

THEOREM 2.2: D, is independent of X, for every i.

Proof: It is clear that D, is a function only of X,,X2, V,_ and of S1 ,S2 , 5,. Since X, is

independent of all these variables it is also independent of D,. U

The following theorem states that the additional delay a customer suffers in the system
with starter is actually independent of the delay it suffers in the system without starter.

THEOREM 2.3: The additional delay suffered by an arbitrary customer in system-B is statisti.
cally independent of the delay this customer would suffer in the equivaient system-A.

Proof: Consider an arbitrary customer, C,. Let j be the busy period in which C, is served in

system-A and let Ck (ki) be the first customer served in this busy period. From theorem 2.1

the additional delay suffered in system-B by C, and C, is the same. Thus, we have to show that

the additional delay suffered by C in system-B is independent of the delay C, suffers in system-

A. It is clear that the delay suffered by C, is a function only of the interarriva times and the

service times that "belong" to busy period j. Namely, the series t .... ", and the series

,............ , . On the other hand, the additional delay suffered by C, is only a function of the
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behavior prior to r, (the starting time of busy period j).Specifically, this is a function only of the

sequence 92,t3,  9,, the sequence c14e2, - c.- and the sequence S,,S 2, - S,. Now, since the ""'

group of variables on which the delay (in system-A) depends and the group of variables on which

the additional delay depends are mutually exclusive, and due to assumptions I and 3, these

groups are statistically independent of each other. Thus, the additional delay suffered in system-

B is independent of the delay suffered in system-A. 0

This theorem is very powerful and is a key result of our analysis. It now allows us to

study the total delay suffered in the system with starter in three steps: 1) Derive the delay

suffered in the system without starter. 2) Derive the additional delay suffered in the system with

starter. 3) Convolve the distributions of the two delays to yield the total delay in the system

with starter.

The next theorem states that the additional delay suffered in system-B by the customers

of a given busy period (according to system-A) is independent of the number of customers

served in this busy period.

THEOREM 2.4: D, is independent of the number of customers served in busy period i.

The proof is omitted for its similarity to the proof of theorem 2.3.

The following corollary is a direct result of theorems 2.1 and 2.4 and states that the lim-

iting distribution of the additional delay suffered by an arbitrary customer is identical to the lir-

iting distribution of the additional delay suffered by a "rst customer".

COROLLARY 2.5: The limiting distribution of the additional delay suffered by an arbitrary

customer in system-B is identical to the limiting distribution of D,.

2.3.2 Discrete System with General Memoryless Arrivals

The model assumed here is a discrete time model in which time is indexed by fixed

length slots. The arrival process can be described as a renewal process, which means that the

number of arrivals in slot i is independent of the number of arrivals in slot j for any iaj. The

number of arrivals in a given slot is taken from a general distribution, and the service time is

general.
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In this section we are interested in the limiting behavior of D. as i approaches infinity.

We recall that time is measured in units of the fixed slot length and define:

dJAPr1D1-iI ,(.) d, d, I'Mr d.] D(.-) A d,.' ~ i d.

1-0 1-0 1-0

zsAPr(,-sI , (z)A~uz' Z' ur 8 () A I' Tlz'z
Iwo 1=0 If0

a, A~ Prii arrivals in a given slot]

In addition, 5(1)() and S(2)(X4, will respectively denote the lint and secoad derivatives of S~z),

and j)41)() will denote the first derivative of D(z).

Under the above assumptions, it is clear that the random variables X,, representing the

lengths of the idle periods, are independent and identically distributed. Thus, the limiting distri-

bution of X, is identical to the distribution of X,. Since the number of arrivals in any slot is
independent from slot to slot, then X, is goerclydistributed (hfebya so)with

parameter ao (the probability of no arrival). For the sake of simplicity, let us use z ao; so X

is distributed us follows:

= ~=PrfX 1 -j (-z)z'1 i-1,2.3...(2)

From similar arguments, it is clear that the limiting distribution of the length of a cold-

start is identical to the distribution itself, so s, - **,

In the following we solve for D(z). From (2.1) we get:

=PrJD,-X ,il +. Pr[D, <X~jPr[S,.,= -i D',<X, i0l2.. (3

Using the independence property between D, and X, (theorem 2.2) and the independence

between S,., to Dand X,, and using the fact that zJ,-: and #I,=*,, we compute dl,":

-'. r zjdj., + . , E di i=0.1.2.... (2.4)

From (2.4), compute the i-transform of D:

D,4 "Od'z'- 1z,dI., + m, Ad . 25
Iwo .- o~ = t=0 =O
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Substituting (2.2) into (2.5): -

D1,(z ~ (-:~ 1 d 4 ,+ Z' diz~

1=0 k=1 £n0 k_0 1-&+l

Manipulating this and using the definitions for S(z).D(z) gives us:

-jlz - + S()-D~)(2.6)

Computing D(z), by taking limits, gives:

D(z)m D(z) - i ~ 1 (2.7)

Solving (2.7) at z-1, using D(1)ml, S(l)-1 and L'Hospital's rule, we get:

I D(z) ~ Qflzi-1(2.8)
Using Still1) =3,we get:

D(:) -(2.9)

Substituting (2.9) into (2.7) gives us the important result:

D(z) - 1z ll:zj(2.10)
1+(1-z)-y L ~ z

Expression (2.10) relates the i-transform of the additional delay to the probability of no

arrival (z), the z-transform of a cold start (S(z)) and the expected length of a cold start (3'). To
calculate the z-transform of the actual delay suffered in the queue-with-starter, one has, to calcu-

late the i-transform of the delay in the equivalent queue-without-star ter. and to multiply it by

D(z) (as taken from (2.10)). This is true since the additional delay in the queue-with-starter is

independent of the delay in the queue-without-tarter (see theorem 2.3).

Given equation (2.10), it is now eusy to compute the expected additional delay. Using
the relationship

- D(zl

we get:

1 l~"f~z:)-(:~l1zl+ I-+().:I

D(O~z)-Z)218
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Evaluating (2.11) at za-l, using L'Hospital's rule, and further manipulation gives:

r- DO(1) - 2) • 2)1)X-:1) (2.12)

Recalling that S(2(1)-- ', we get:

" = 23'+fS-910-z (2.13)

2+23'(1 -z)

We note that the mean of the additional delay depends on the first and the second moments of

the cold start and on the probability of at least one arrival (l-x) in a slot.

From corollary 2.4 it is clear that (2.10) and (2.13) represent the additional delay aed its

expected value for an arbitrary customer in the system.

2.3.3 The Behavior of the Mean Additional Del In the Diacrete System.

The purpose here is to examine the behavior of expression (2.13) for the expected addi-

tional delay suffered due to the existence of the start-up delays.

The behavior of (2.13) when arrivals are rare (I-z approaches 0) is 21 3. In this situs.

tion the distance (in terms of time) between consecutive busy periods is very large, such that

almost every busy period suffers a cold start. Therefore, almost all customers of a busy period

(usually exactly one) will suffer a "cold start", so Dr .S and D(z) - S(z).

When arrivals are common (1-z 1), the length of idle periods is usually 1, and the

average of the additional delay is:

U-.

2(1 + ST)

This result agrees with the following simple calculation: Suppose that at busy period i a cold

start occurred and that the length of this cold start is j, The additional delay suffered by busy

periods i,i+l,. .,i+j is j,j-l,"..O, respectively (since the length of each idle period is i); busy

period i+j+l will suffer a new independent cold start. Let D(j) be the mean of the additional

delay suffered by busy periods which are under the influence of a cold start, the length of which

is j ' Clearly, D(Jj) -L . Now, the fraction of busy periods that are under the influence of j
2

cold starts is:

a, ,(t".o
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Unconditioniag i'(Ij) gives:

---i.'
to

[u,(i+1)"''.:

1-0

Substituting i(Ii) - . gives:
2

1 + S'}---?.
2 (1 + Y

which agrees with our result.

From (2.13) we realize that i is monotonically increasing with 3', when .-T is held con-

stant. Moreover, if instead we hold the squared coefficient of variation ( C6I-(Sr-{')/(3)) fixed,

and let .7 approach infinity, 17 will approach infinity too.

While all the previous properties look intuitive, the following is very surprising: 17 is not

necessarily smaller thn S', i.e., the mean of the additional delay seen by a customer may be
larger than the expected length of a cold start. Take, for example, the following cold start distri-

butom:

." I-I  i -0 ----
k -

i "

So, .7 1 S, k. According to (2.13)

" 2+fk-l Hl-zl

Clearly, if k > 3, then if > 1; so D > 3'!

Once this property is noted, the explanation is simple. The reason is that a short cold

start affects only a few busy periods (in this extreme case, exactly one) and, therefore, only a few
customers, while long cold starts affect many busy periods, and therefore many customers may

see a large additional delay. Thus, if you take an average of all customers, the mean of the addi-
tional delay may exceed the average length of a cold start.

20
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From this observation we realize that even if we hold .' fixed, U can approach infinity

when the second moment of the cold start is large enough. This observation is similar to the

observation made about the delay suffered in an M/G/l system. According to that observation

(see for example, IKlei7$]), the delay suffered in the M/G/1 system linearly increases with the

coefficient of variation of the service time, so the delay may be unbounded even if p is kept fixed

and under unity.

We conclude that the additional delay may grow extremely large if either thc expected

value of the cold start or the second moment of the cold start go to infinity.

2.3.4 The Elgenfunctions of the Discrete System

In the previous section we computed the additional delay D(z) suffered by the system

customers as a function of the "cold start" length S(z). In this section we are interested in how

the start-up delay distribution is transformed into the additional delay distribution. Mathemati-

cally, we may view equation (2.10) as a transformation from S(z) to D(z) and express it as:

D(z) - T(S(z)) (2.14)

where T is the transformation expressed by (2.10).

We may now inquire as to what are the eigenfunction of this transformation. The

mathematical meaning of this eigenfunction is: Find the solutions for the equation

S(z) - T(S(z)). In other words, an eigenfunction of the system is an additional delay distribu-

tion (D(z)) which is identical to the cold start distribution (S(z)) causing it.

To solve for the eigenfunctions of our system, let us use (2.10) in (2.14):
..1.

S(z) = 1 (2.15)

Solving for S(z) gives:

1--z

S(:)

or:

t .T

Inverting (2.16) yields:
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*- i01.2,(17)

•~ + +, 9),..

Yes! -the geometric distribution strikes again! As we already know, many "good things" in

queueing theory have the memoryless property ...

In conclusion, then, if the cold start is geometrically distributed, the distribution of the

additional delay suffered by all customers is also geometrically distributed with the same parame-

ter.

Another important property of the eigenfunctions is that if the cold start is geometrically

distributed (i.e., this is an eigenfunction of the system) then the additional delay is not a func---

tion of the system load. As a result, the expected value of the additional delay in a system

where the starter is geometrically distributed, is niot affected by the arrival rate.

2.3.5 The M/G/i System with Bulk Arrival. - a ContInuous Model

For the sake of completeness, we repeat the derivations made in the previous section for

an M/G/l system with bulk arrivals.

The system is a single-server system with exponential interarrival times (with parameter

X) and arbitrary service times. In this system arrivals have the memorylesa property. Here the

interarrival times are continuous, whereas they were previously discrete. As in the discrete case,

the arrivals themselves may consist of bulks of arbitrary size. The derivations here are quite

similar to our previous derivations. To make the reading easier, we will use the same equation

indices (with little modification).

The basic notation is not changed: X, S, D, have the same meaning as before, and

equation (2.1) still holds. The probabilistic notation is the following:

+,0

D[ Pr[D [tj, dpt) "D-() f e tdt

XJO ~ 7X~j z,(t) X,'() fA ZIOta - f0

5()~Pr[S,<tI, spt) S:t (") ,~f e'e(st

22

E-" ~~~, -- -- • .,O t .. I7
... .. .



As in the previous section, the limits (when i-oo) of djt), z,(1), and u,(t) are denoted by

d(t), x(t), and s(t), respectively. Similarly, D(s), X(s), S(*) denote the limits of D,(&), X(s4
and S(.). From the same arguments used in the previous section it is clear that z(f) z,(9) and

that #(t) - a,().

Since the arrival points form a Poisson arrival process, the interarrival times as well as
the length of the idle periods are exponentially distributed (with parameter X%). Thus, we get:

XIM, zet) = z'(t) =xe-t X'(8) =X"(8) (2.2b)

From (2.1) and corollary 2.4 we get:

d,,1 (I) -f x(r)d,(r+t)dr + *(t)-( f d,(r)dr f z(u)du) (2.4b)
--0

Taking Laplace transform of (2.4b) yields:

=j+1 s f C" f z(r)d,(r+t)drdt + If e-'s()dtj i jd.(r)dr f z(u)duj (2.5b)
f _O r 0 0 0

Substituting (2.2b) into (2.5b) and manipulating the expression gives:

LJ,,I8J - D + (2.6b)

Solving for Ds(#) in equilibrium yields:

D'(8) -(2.7b)

Solving (2.7b) at s-0, using D*(O)lI, s#(O)=l and L'Hospital's rule, we get:

1 1()~ - X L:a'8O (2.8b)

Using

3.1-0

where 5is the first moment of S, and we get:

D(X) -(2.9b)

Substituting into (2.7b), we obtain:
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- .-+, (2.1Ob)

As in the discrete case, here too, the Laplace transform of the actual delay suffered in the queue-
with-starter can be calculated by multiplying the Laplace transform of the delay in the

equivalent queue-without-starter by D'(#). This is true since these two variables are independent
of each other.

From (2.10b) it is easy to derive M:

u = -2 + XY" (2.13b)2 + 2X3'

The expressions for the Laplace transform of D (2.10) and for U (2.13) agree with Scholl's results

[Scho761, which were calculated by a different method.

Now, to compute the eigenfunction of the system, we solve the equation:

S(+)S'(8)( -x 1 (2. 1b)

The solution is:

S~e) (2.17b)-

Inverting (2.171) gives:

J'Z " T (2.18b) ":-

which is, as expected, the exponential distribution!

2.4 Am M/G/1 with Vacation Periods (Rest Periods)

Consider an M/G/I system with unlimited storage. The arrival process is Poisson with

arrival rate X, and service order is first-come-first-served. When the server becomes idle, it goes
for vacation of random length V. The probability density function of the vacation length is v(t),

and the Laplace transform of it is V*(#). If the server, upon returning from a vacation, finds any
positive number of customers in the queue, it starts serving the customers as a regular M/G/1
(until the next vacation). If, on the other band, the server finds no customers in the queue, it

takes another vacation. Vacations are identically distributed and independent of each other and
of arrival process or service times.
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The M/G/1 system with vacation periods was first studied by Miller [MilI641 which

analyzed, in addition to other system properties, the delay in the system. This system and simi-

lar ones were reported in [Levy75, Coop70, Heym77, Scho78, Shan80l and analyzed by different

approaches. Scholl IScho761 and Scholl and Kieinrock JScho83J were the first to notice that the

delay in an M/G/1 with vacation has the same distribution as a random variable which is the

sum of two independent random variables:

-the time in system as if there were no vacation; plus

- an additional delay distributed as the residual life of the vacation period.

However, Scholl and Kleinrock [Scho83 emphasize that this is just an observation on the expreos-

sion for the delay in the system with vacation. They were not able to show these properties

directly (i.e., by analyzing the system).

In this section we show, in a direct way, that the additional delay in a system with vaca-

tion is independent of the delay in a system without vacation and that it is distributed as the

residual life of the vacation distribution. First, using the queue-with-starter, we directly calculate

the additional delay and find it to be as observed in [Scho83. Second, we make a simple direct

queueing analysis of the additional delay in the system with vacation and show that it is distri-

buted as the residual life of the vacation.

2.4.1 Solving a System-wlth-Vacatlon by a System-with-Starter

In this analysis we notice that, as in the system-with-starter, additional delay is created

only by a customer who arrives to an empty system. It is also clear that this customer is the

first customer of some busy period as observed in system-A. Let us assume that this customer is

C, who arrives at time r , and that the busy period in system-A, started by C t.is the jth busy

period. Since the additional delay suffered by C, (and hence by all customers of busy period j) is

due to the server's late return from vacation, let us call this delay t/he return time and denote it

by R1. In the following we show that the system with vacations can be considered as a system

with starter where the start-up times (S,) are the return-times (RJ. It is clear that in contrast to

the cold starts the return times are not independent of all interarrival times. This is since a

return time depends on the arrival process (for example, the return time R, depends on the

arrival epoch r, and therefore on the interarrval time t,). For this reason all the theorems from

section 2.3 have to be checked again, to make sure that they still hold when the cold starts are

replaced by the return times. Even though the return times are not independent of all interar-

rival times, the following still holds:

THEOREM 2.: The return time R is independent of all future interarrival times

(tt+4, It.,-2.) and all future service times (c,, ct.i,

Proof: The return time R, depends on the time (let us denote this time by to ) at which the
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previous idle period (according to system-B) started, on the arrival time of C, (which is rk), and

on the vacations taken from to until before rf. Since the vacation lengths (note, not their timing)

are independent of each other and of system-A, all the above variables are independent of the

sequences tk+1 'k+2,' and qk, ck+I, .. -. Therefore, the return time, R, is also independent of

these sequences. .

In addition to theorem 2.6 we next show that in systems where the arrival process

possesses the memoryless property the return time is also independent of the system history.

THEOREM 2.7: Let to be the moment at which system-B becomes idle and the server starts

taking vacations. Let j be the first busy period (according to system-A) starting after to. If the

interarrival times possess the memoryless property (namely, they are geometrically distributed in

discrete systems and exponentially distributed in continuous systems) then the return time R, is

independent of any property of system-B as observed prior to t .

Proof." It is clear that the return time R, depends on the lengths of the vacation periods taken

after to and on the timing of the next arrival after t0. Since the interarrival times possess the

* memoryless property, the time from to to the next arrival is independent of the system history

(prior to to). Since the vacation lengths are also independent of the system behavior, the return

time is independent of the system behavior prior to t0.

From theorems 2.6 and 2.7 it is now easy to realize that for an M/G/1 system all the

. theorems (and the analysis) from section 2.3 still bold if the cold-start times are replaced by the

return-times. Therefore, the system with vacations can be considered as a system with starter

where the role of the cold starts is played by the return times. For this reason, in the following

we abandon the notations return-time and R, and denote them, as done for the queue with star-

ter, by cold starts and S,.

The following corollary states that the M/G/I with vacation periods can easily be solved

by using the results of the M/G/1 with starter.

COROLLARY 2.8: An M/G/I system with vacation periods can be solved as following:

1. Compute the distribution of a cold-start resulting from the vacation periods.

2. Use the expression for the Laplace transform of the cold-start distribution, computed in

(2.1) above, and plug it into expression (2.lOb).

. 3. The additional delay computed by this expression, is the additional delay in the system

with vacation periods.
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Next, we must calculate the distribution of a cold start. Keeping our old notation, we

now add the vacation variable:
V = the length of a vacation period;
u(t) - the probability density function of V;
V'(o) - the Laplace transform of v(t).

We recall that the length of a cold start is denoted by S and that of an idle period by X. Since

the arrival process is Poisson with rate X, z(1) - Xe" '. Moreover, due to the memoryless pro-
perty of the arrival process, any time interval which starts at an arbitrary point, to, and ends

with the first arrival after go is also exponentially distributed with parameter X (like z(t)).

To calculate the length of a cold start, we start counting from the moment the system
becomes idle; let us call this moment to. At to the server goes on vacation. The time elapsing
until the server returns is V. The first arrival after to occurs X time units after t0. If X < V.
then the server, on returning from vacation, finds a customer in the system, and the additional
delay that this customer will suffer is V-X. If, on the other hand. X > V, then the returning
server will take another vacation. Again, due to the memoryless property of the arrival process,
the first arrival will occur X time units after the end of the first vacation. Thus, if X > V we
can calculate the length of the cold start, recursively, as before.

All this explanation is summarized in the following recursion:

(PriV-x< t if V > X
PrIS ~tI Pr[S<tI if V < X (2.18)

From this recursion we now solve for S"(s). From (2.18) and since V, X are independent:

o(t) = f Xe-,(w,)tqu)du + 8(t)' f V(U) f Xe"dw du
Id=0

t= f,,--,x "(u()d 4' 8(t). V'(X) (2.19) --

Taking Laplace transform on (2.19):

S'()= f e" f Xe"")v u) du dt + f e"s(t) lV X)di (2.20)

t.o /=t --0

Inversion of the integration order on the left term yields:

S'(8) = f Xe"'v(u)du f e(''")di + "(XJS(8) (2.21)

U -- t -
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Se)-V'(#i-)xl + V(x\)S(u) (2.22)

Solving for S(8):

S~u) -(2.23)
(-80l - V'(x)I

From (2.23) we now compute 3' by taking the derivative of S'(s) at 0=-

jj:L ~[ V'(*)IX -*)+ V(s)- Vfx I

Using V#(O)=1, V"(O)=-V, we get:

9S8 0u 7* - i-VP(X)[ v+~~

3'- (2.24)
X.(V Vx-1)

Now that we know the Laplace transform and the first moment of the starter distribu-

tion, we can compute the Laplace transform of the additional delay using equation (2.10b) from

the analysis of the queue with starter. Recall equation (2.10b):

D'(8)- S( e-)

We now substitute (2.23), (2.24) into (2.10b) to obtain the additional delay for a system with

vacations:

D'(s) Vw(2.25)

Yes! this is the residual life of the vacation period! We have thus shown that the additional delay

in an M/G/1 system with vacation periods is independent of the original delay and is distributed

as the residual life of the vacation period.

2.5 Direct Explanation tor the Delay of a Queue with Vacation

In the previous section we showed by direct calculation that the delay in a queue with

vacation actually iA (and not only "could be thought as*) the sum of two independent random

variables:

- the delay in a queue without vacation-,

- additional delay distributed as the residual life of the vacation period;
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yet we did not give a direct queueing explanation for the fact that the additional delay is distri-

buted as the residual life of the vacation period. We shall do that in this section.

Consider the busy and idle periods in a regular M/G/I system (denoted as system-A) as

described in figure 2.2a. We denote busy periods by YI, Y2, - and idle periods by X1, X 2, .

Now, let us impose vacations on this system (the new system is denoted as system-B). For

"pedagogical" reasons, let us assume that the "vacation" is just another job the server has to do.

Thus, if we look from the Server', point of view we notice three properties:

1. The server always consumes work at rate of "one unit of work per unit of time."

2. At time points where a vacation V, starts, additional work, equaling (in amount) the

vacation length I VJ, arrives at the system (remember, from the server's point of view!).

3. A new vacation starts if and only if the amount of work in the system is exactly zero.
This means that the server takes a new vacation either when it finishes working in the

M/G/I system or when it returns from vacation and inds the M/G/I E: item still empty
of customers.

This situation is illustrated in figure 2.2b. The solid line represents the total amount of work as
seen by the server (denoted by U.( }t) ), while the broken line represents the unfinished work in

the M/G/I system with no vacations (denoted by UGI.(t) ). We notice that the server is con-

tinuously busy at a rate of "one work unit per time unit" (p=1) and that "vacation work" always

arrives to the server system when UV4LJ) drops to zero. Next, we notice that the server system

serves in first-come-first-served (FCFS) order. This is because of the following properties:

- M/G/I customers are served according to FCFS policy;

- "vacation customers" arrive only when there are no M/G/1 customers;

- the server completes service of any customer of any type before serving the next

customer (nonpreemptive system).

For this reason it is clea that the total time in system for an M//G/I customer arriving

at time t to the system with vacation is exactly U.wmit). Clearly, the time in system for the

same customer in a system without vacations is Uw, .(t); thus, the additional delay suffered by

this customer is given by U.mg) - Uxs,. 1 (t).

In figure 2.3a we plot the function difference U, t) -U (t) (denoted by D(t))

versus 1. In this figure the following properties can be noticed:

1. In time segments corresponding to idle periods in system-A (figure 2.2a), D(t) is cun-•

sumed at the rate of "one work unit per time unit."

29

. . ... . . . . .
. -' . i " i ' i .i' ' ' '. . ° " i. . ' , " .' .. . . .-.- - " - .-. - -...- .-,- . " . .' -. " i- ' -

• - . . . . . . .. . ... " . .- .. . ' .. ,- . . . . . - ' ' . ° .' .- , . . ' .- . . -, , " • °" . . .- - . ,' - - . . ". -' - . ' . . ..



U M)

Y2  Y4  X4  YS

(a) The unfinished work in a regular P/G/i

UMt

inmmmUM, a I (t)

V, V4

(b) Vacation periods 'added" to a regular P/G/l

Figure 2.2: The usainshed work in a system with vacation periods
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*(a) The additional delay: D(t) - Use,,,,(t) - Uw~, w(t)

D, (t)

V1  V2 Y2 V3 Y3 Y4 V4 YS V5  vrultm

VI V4

(b) The additional delay versus virtual time

Figure 2.3: The additional delay in a system with vacations
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2. In time segments corresponding to busy periods in system-A, D(t) remains constant.

3. The time epochs where D(t) increases are those corresponding to the beginning of vaca.

tions. At such a moment, D(t)-O and discontinuously increases to the "height* of the

vacation starting at that time.

In this figure we note that D(t) is independent of any property of a system-A busy

period (excluding its timing) since it stays constant during the duration of such periods. D(l) is

determined only by the length of the vacation# and the length of the system-A idle periods. This

is the reason why the additional delay in the queue with vacation (as in the queue with starter)

is independent of the delay in the regular M/G/I system.

Since additional delay is independent of any property of system-A busy periods (exclud-

ing timing), we can represent any system-A busy period by its starting point only. We do so by

contracting the Bat segments of D(t) to a point. This is done in in figure 2.3b, where the time

axis becomes a virtual time axis and a segment Y, from figure 2.3a is contracted to a point y,.

The point corresponding to the beginning of a vacation, V,, is denoted by v,. For this figure we

define D,(1) as the (virtual) additional delay of virtual time I as seen in figure 2.3b. In the

transformation from 2.3a to 2.3b, we notice the following properties:

I. vD(y,) equals the additional delay suffered by all customers of busy period (in 2.2a) Y,. - -

2. D, continuously decreases at the rate of "one work unit per time unit." Whenever D,

becomes zero, it increases by a discontinuous increment.

3. The increments of D, occur in epochs corresponding to vacation starts. The increment

size is the vacation length.

4. Let t be an arbitrary time epoch on the virtual time axis and u, be the epoch correspond-

ing to the first vacation starts after 1. From properties 2 and 3 and from the structure

observed in figure 2.3b it is clear that D,(t)-u,-t.

From these arguments it becomes clear that, in order to find the additional delay

suffered in system-A, one may compute D, for the points (Y,} in figure 2.3b. This can be done as

follows: We take a large time segment (0,I) in figure 2.3b and examine D,(y,) for all y, in this

segment. We first note that the length of a subsegment (v,,v,.,) is distributed according to the

distribution of the vacation length. Then, we notice that the intervals between the adjacent y-

points represent lengths of idle periods; so, they are exponentially distributed with parameter X.

Thus, in 2.3b the y-points behave like a stream of Poisson arrivals. Now, let n be the number of

"-points in (0,I). From the property of the Poisson distribution (see, for example, 11<1ei75), the

intervals between the y-points have the same statistics as if these points were selected from a

uniform distribution on (0,). Suppose that this was the way that the V-points were created, and
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let us examine what D(y,) is. Things now become clear: We randomly, according to the uniform

distribution, drop a point y. on the segment (O,t). This segment is divided to subsegments, -

(v,v 2)4v 2,vs),... Thus, the time difference between a point y and the next point v, Dj ,), is

the residual life of the segments ((v,,, )}. Since the lengths of the segments ((,,u, 1)} are distri-

buted as the vacation lengths, we get Dj(y&) distributed as the residual life of the vacation

period.

Thus, we arrive at the expected conclusion: D.(y,), the additional delay of the custo-

mers in a system with vacation periods, is distributed as the residual life of a vacation period!

2.6 Summarw

The queueing system with an independent starter and the queueing system with

independent vacation periods were studied in this chapter. It was shown that the delay distribu-

tion in the queue with starter is composed of the direct sum of two independent variables: 1)

The delay in the equivalent queue without starter. 2) The additional delay suffered due to the

starter presence. Using this decomposition property, the Laplace transform of the additional

delay was derived. This transform was derived both for discrete time systems with geometrically

distributed interarrival times and for continuous time systems with Poisson arrivals. Using the

same approach, we then analyzed the M/G/1 system with vacation periods. It was first shown

that the M/G/I with vacations is just a special case of the M/G/I with starter, so that the delay

in the M/G/I with vacations can be easily found by using the formula for the delay of the

M/G/1 with starter. Second, using geometric arguments we explained why the additional delay

in the vacation system is distributed as the residual life of the vacation period.
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CHAPTER 3

A Queue with an Non Independent Starter: Delay Analysis

A queueing system in which a start-up delay is incurred whenever an idle period ends is

analyzed in this chapter. In chapter 2 this system was analyzed under the assumption that the

start-up delay is a random variable independent of the system behavior. In this chapter we
extend the study of the "queue with starter" and allow the start-up delay to d-pend on the sys-

tem behavior. Two types of systems are analyzed: 1) A system where the start-up delay

depends on the amount of work (or the number of customers) arriving to the system at the
beginning of the start-up period. 2) A system where the start-up delay depends on the length of

the idle period preceding the start-up operation. The analysis is done for systems (both discrete

and continuous) where the interarrival periods possess the memoryless property. The results of
this analysis are used in chapter 5 in the analysis of some exhaustive slotted ALOHA systems.

3.1 Introduction and Previous Work

In the following we consider a queueing system with a "starter." In such a system the
server is "turned off" whenever it becomes idle. When a customer arrives at am idle system, it

cannot be served immediately; rather, an additional (random) amount of time is required to start

the "cold" system before the new "first" customer can be served. Customers who arrive at a

"hot" system (i.e. one with at least one customer in the system) will join the queue and be served
in turn.

The queue with starter has been studied before under the basic assumption that the
length of the starter (or, the length of the set-up timel is a random variable independent of the

system behavior; for a literature review of the independent-starter system, see chapter 2. In this

chapter we study a new variation of the queue with starter. In contrast to the previous studies "

and to the analysis carried in chapter 2 we do not assume that the starter behavior is indepen. ..-

dent of the system status. Rather, we allow the set-up time to depend on two system factors:

1 I. The amount of work brought to the system by the new arriving customer(s). .

2. The length of the time t'- system was idle prior to the set-up period . Namely, the length

of the idle period preceding the starter operation.
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To understand the importance of these new variations for the modeling of queueing sys-
tems, let us describe what systems can be modeled by the new models. compared to the systems

that can be modeled by the old independence model:

1. The queue with an independent #tarter can be described as a system with an "indifferent"

server. In this system the server goes for 3 "vacation" of indefinite length whenever the

system gets idle and returns to service when new customerls) arrives. However, the

return of the server is not instantaneous since it takes the server a random amount of

time to complete his vacation (or just to start working again). We call this type of

server "the indifferent server" since the time it takes the server to start working is

independent of the system behavior.

2. A queue with starter where the set-up time depends on the amount of work brought to
the system by the new arriving cubtomer, can model a -y.tem with customer-sensitive

server. In this system the server is sensitive to the amount of work brought by the first

customer (or to the number of customers arriving in the first bulk, in a bulk-arrival sys-

tem) and the return-time depends on this amount In many real queueing systems it is

only natural that the server will "rush" bark to work when it seei a "big customer"

arriving (much work to do.. ) and will be much slower if the new arriving customer is

just a "small one'. Clearly, this is not the only application that can be modeled by a

starter tht depends on the amount of work brought to the system. As a matter of fact,

as already stated. the analysis of the queue with a non independent starter was

motivated by the need to analyze some exhaustive tlotted ALOHA systems. and the

results derived in this chapter are used in the analysis of those ALOHA systems (chapter

3. The queue with starter which depends on the !ength of the last idle period can be used

to model systems where the server is some machine which is Lurned-of whenever the sys-

tem ets empty, and the set-up time is a "warm-up" period of the machine. As we know

from behavior of automobiles, this warm-up period may directly depend on the amount

of time the machine was idle before startinv-,ip the longer the idle period, the longer

the warm-up time.

In section 3 2 we review the model de-%cri'ptson and the analysis of the queue with an

independent starter reported in chapter 2. Usinit the analysi- approach and the results reported

in chapter 2 ii is very convenient to analyze the queue with non independent starter. The proper-

ties of the queue with an independent starter which are important for this chapter are reviewed

in section 3.2. Also reviewed in section 3 2 are the model description and the notation used in

chapter 2.
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Section 3.3 deals with a discrete (slotted) system with memoryless bulk arrivals, where

the start-up delay depends on the number of customers arriving in the first bulk after an idle

period. For this system we derive the z-transform and the expected value of the additional delay

in arbitrary customer suffers in the system. We realize that the expected value of the additional

delay (unlike the z-transform) can be used directly to calculate the expected value of the total

delay suffered in the system.
•.- .-.c

In section 3.4 we are interested in a continuous time system. Here the underlying system

is an M/G/1 system and the starter depends on the amount of work brought to the system by

the first customer of a busy period. The analysis in this section is similar to that done in section

3.3 and it yields the Laplace-Stieltjes trans'form (LST) and the expected value of the additional

delay suffered by an arbitrary customer in the system. As in section 3.3 we realize that the

expected value of the additional delay can be used directly to calculate the expected value of the

total delay suffered in the system. Nevertheless (again, as in section 3.3), the LST of the addi-

tional delay cannot be used directly to calculate the LST of the total delay suffered in the system.

This is true since the additional delay suffered by an arbitrary customer in the system with star.

ter is not independent of the delay this customer would suffer in the system without starter

The LST of the total delay suffered by an arbitrary customer in this type of system, is

the topic of section 3.5. Due to the non-independence property, observed above we must go

through a more complicated analysis in order to derive this LST

In section 3.6 we deal with a queue with starter where the starter depends on the length

of the time the system was idle before the start-up time It t, *,hserved that for systems with

memoryless arrivals the dependence of the starter on the qvtpm bhba.ior is quite simple. so

using the results reviewed in section 3 ' it is rather trivl i alcjlat, the additional delay

suffered in this system. This result has been pr, iou-hI rportp.1 in % ,kh 4i and is discussed

here for completeness. Section 36 also deals 'k th rnr x'. -'1. '1 -. , ms A here the

starter depends both on the length of the pre-,ping .!!e in' .1 d n n irn,,unt -4 work

brought to the system by the first customer in the hi. ier,,,--

Section 3 deals with extensions and genprm,:;,z n- f -li pi.,,- m-i-Is it is observed

that most of the results reported in the previous ,ertmns an ,... , -a P 1 n li sometimes by a

small modification) to the following types of systems Ij 'tem, .Ath bulk Arrois 'l -s.tems

where the starter depends on the size of the "Arst bulk ' 'm ,,tpms *herr the 'tarter depends

on the amount of work brought to the system by the 'first bulk'
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3.2 N odel Dewription, Notation and Review of the Queue with Independent Starter

In this section we review the results tor a queue with starter where the start-up times are

independent of the other system parameters. These results were reported in chapter 2 and will

be used throughput this chapter.

The model considered here is simple: We consider a single server queue in which a custo-

mer that arrives to an empty %ystem cannot be served right away. Rather, an additional (ran-

doa) amount of time is required to start the system up, before this customer can be served. This

period of time. during which the server "warms up" is called a cold start. The lengths of the cold

starts in a system with an independent starter are identically distributed and are independent of

any of the system parameters.

The notation used and the assumptions on the arriving customers are the following:

1. Arrivals occur at time epochs r,,r2, . The arrivals may consists of a bulk o custo-

mers (in several of the cases studied) or of single rustomers. Interarrival times are

denoted by t1,t2. Thus. t,=,-r,.

2. The interarrival times are statistically independent of each other. Namely, t, is indepen-

dent of t, for i.j.

3. The ith customer' is denoted by C,.

4. The service time of C, is denoted by c,.

5. The service times are statistically independent of each other. Namely. c, is independent

of c, for ijj.

6. The interarrival times are statistically independent of the service times. Namely, t, is

independent of c, for every i and .

The notation and the assumptions made above on the arrivals are valid both for the systems

with an independent starter and tor the systems with a non-independent starter.

Note that some ambiguity in the numbering of the customers and of the arrivals may arise in

the case of bulk arrivals. However, since the actual "rvicp times are not required in the analysis.
this ambiguity is avoided.
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To analyze this system we compare it to a similar system (under the same arrival realiza-
tion) which does not suffer cold starts. We call the system with starter, system-B, and the

corresponding system that does not have a starter, oytem-A. The analysis is done by observing
the unfinished work, demoted by U(s), in the two systems.

The system time suffered by a customer in system-B is calculated by comparing it to
system-A. We call the time spent by a customer in system-B, the total delay (or the system time).

This delay is viewed as the sum of two different delays: a) The delay this customer would suffer
in the equivalent system-A, which we call the original delay. b) The additional delay this custo.

mer suffers due to the starter "presence", called the additional delay.

In figure 2.1, we plotted the unfinished work as observed in the two systems. Figure 2.1a

describes U(s) in system-A, and figure 2.1b describes U(t) in system-B. In this figure, Y, denotes

the ith busy period according to the realization in system-A, and X, denotes the corresponding

ith idle period. D, denotes the additional delay suffered in system-B by the customers of the ith

busy period (busy period are indexed by their realization in system-A).

The following facts were established in chapter 2:

1. The additional delay suffered by all customers of the ith busy period is the same. Thus,

D is the additional delay suffered by all customers of the ith busy period.

2. The additional delay suffered by an arbitrary customer in system-B is independent of the

delay it suffers in system-A.

3. A busy period (b.p.), Y, may "suffer" a cold start (as do , and Y.); in this case the

additional delay suffered by the customers of this b.p. is distributed as the distribution
of the cold start. However, not all busy periods do suffer cold starts. In this case the

additional delay suffered by the jth b.p. is some residual of the additional delay suffered

by the j-lst b.p.; for example see that the additional delay suffered by the customers of
Y3 is some residual of the additional delay suffered by the customers of Y.

Using the above observations one can recursively calculate the additional delay suffered by the
customers of the ith busy period from the additional delay suffered by the customers of the i-lst
busy period. From this recursion it is then easy to derive the Laplace-Stieltjes transform (LST)

*. of the additional delay suffered by an arbitrary customer when the system is in equilibrium.

Since the additional delay is independent of the original delay, this LST can be multiplied by the

LST of the original delay suffered in the corresponding system-A, to yield the LST of the total

delay suffered in system-B.
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In chapter 2 we analyzed the queue with an independent starter for two types of sys-

tems: 1) A discrete system where the arrivals consist of bulks of customers and the interarrival
times are geometrically distributed (with parameter x). 2) A continuous system with Poisson

V arrivals (an M/G/1 system).

The notation used for analyzing the discrete system are the following:

S) the length of the cold start (if any) suffered by the jth busy period

D, the additional delay suffered by the jth busy period

51(z) the z-transform of the distribution of-S,

D(z) . the z-transform of the distribution ofD

Similarly, S(z) and D(z) denote the z-transforms of the cold start and of the additional delay

suffered by (customers or) an arbitrary busy period when the system is in equilibrium. In addi-

tion 3. S denote the first and second moments of the cold start distribution and Dr denotes the

equilibrium expected value of the additional delay, suffered by an arbitrary busy period. x
denotes the probability of no arrival to the system in a given slot.

The recursive relation of the additional delay in this system was found to be:

D,1 (1Z) , (1-z) z)D. + Sz) Djx) 13.1)
£ -Z

The z-transform of the additional delay suffered by an arbitrary busy period, when the system is
in equilibrium, is:

.D f:) _- _______ ).r L z = t'iz. :l} (3.2) ::.'

The expected additional delay is given by: --

Dr = T ' )( -zl (3.3)
+

The notation used for analyzing the continuous system (IM/G/I) are the following:

s;() A the LST of the distribution of 5,

-:.:'.9"
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the LST of the distribution of D,

where S, and Dhave the same meaning as in the discrete system.

Similarly, S'(s) denotes the LST of the cold start distribution and Dols) denotes the LST of the

additional delay suffered by an arbitrary busy period under equilibrium. . 7 and have the

same meaning as in the discrete system. X is the parameter of the Poisson arrivals.

The recursive relation or the additional delaY in this system is given by:

- sD(~ ' I+ (3.4)

The LST of the additional delay suffered by an arbitrary busy period is:

D *( ~~S~~.~ 1 (3.5)

The expected additional delay is given by:

+ (36)
+)4

Having reviewed the queue with independent itarter we nlow turn to analyze queueing

systems with starter where the length of the cold start is not independent of' the system

behavior. Considering the arriva-l process. the-.p ivstorr tre -imilar to the queue with indepen-

dent starter. The difference is that in the non-independent systems the length of the cold start is

not chosen independently of the arrival process Rather. the length of a cold start is a function of

this process.

3.3 The Discrete System Where the Starter Depends on the Number of Customers It

finds In the System

Our first system Is a discrete queueing 5v 'dem witb %tarter. The arrival process in this

system conists of bulks of arbitrary size. Therefore -% system-A busy period starts with the

amount of work brought by the first" bulk (w~e will refer to the customers in the first bulk a3

"Girst" cu-ttomers). In contrast to chapter 2, we do not assume here that the length of a cold start

is independent of the amount of work brought by these first customers. Rather, the length of the

cold start is a function or' the number of customer.- in this first bulk. This dependency is denoted

by the fo~llowing notation:

40



1k Pr[S, ai the number of customers starting busy period j is k I

-0 1-0

To avoid confusion, note that this notation is valid only for a busy period j that suffers a cold

start (in contrast to many busy periods that do not suffer a cold start). The conditional z-

transform of an arbitrary cold start (without considering the busy period index) and its expected

value are denoted by S(z 1k) and 3 lb ' respectively. Clearly, since we assume that the distribu-

tion of a cold start is independent of the busy period index, S(z 1k) S(: 1k) and =.

for every k.

In addition we define:

a, Prf bulk consists of i customers I ; --- ,1,2,...

b Pr( a system-A busy period starts with a bulk of i customers I i=0,1,2,.--

z, ,1 Pr[ the length of an arbitrary idle period is i time units

ar

From this notation, it is clear that b, o- r- o i#O. In addition, if we denote by z the proba-

bility of no arrival in a given slot (z - a0), we can easily calculate z,:

,- ( -z)z'' L 1.2.3....

Using this notation we may write:
30 X

S(:)= r S?(z Ik).bi. S(:) = S: I , =b ,
' =1 1---

This allows us to calculate the unconditional expression for the length of the cold start from the

conditional expressions.

Similarly. we denote the additional delay, suffered by customers of the jth busy period, .7

conditioning on the size of the first bulk of this busy period:

d) It - PrD, -i I the number of customers starting busy period i is k I

4-

-
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D( k) d,-1 "
1-0

The additional delay suffered by an arbitrary customer is denoted by:

, PrI the additional delay suffered by an arbitrary customer is i I

The z-transform of this distribution, and its expected value are denoted by:

3=0 '=0

We may now start deriving the additional delay suffered by customers in the system

under equilibrium conditions. First, let us pick an arbitrary customer and calculate the addi-

tional delay suffered by this customer. Without loss of g nerality, we can assume that the

system-A busy period in which this customer is served. is j+1. Next, let us condition the delay

suffered by this customer on the number of customers (k) that start busy period j+1. As shown

in chapter 2 the additional delay suffered by this customer depnds on the additional delay

suffered by the customers of the jth busy period. on the length of the jtb idle period and on the

length of the cold start (if any) starting the j+lst busy period. As in the system with an

independent starter, here too, these three measures are independent of each other. Thus, the

additional delay of our customer is:

0 -1

The first term of this expression represents the situation where the additional delay suffered by

busy period j+l is the residual of the additional delay suffered by the jth busy period. The

second term represents the situation where the additional delay suffered by the ,th busy period

is smaller than the length of the ith idle period. In this situation busy period )+1 suffers the

additional delay caused by a cold start.

Taking the z-transform of (3.7) and using the fact that the distribution of the cold start

is independent of its index, we get.

D..,(: I1) - (-).+.(-D,(I S(l s k) D.z) (38)

Since the system is in equilibrium, the additional delay suffered by the customers of the jth busy

period is just the equilibrium additional delay. We observe that this additional delay is distri-

buted exactly as the additional delay in a queue with independent starter. Thus, using the

derived unconditional expression for S(z) (see ,ection 3 2 equation (3.211 we have:
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D,(z) -D(z) - ~ -z+ S(AX(-zI (3.9)-

Thus, replacing D)(z) for D(:) in equation (3.8) we have:

D)4-(zk)ZflZl-~~ + 5(: Ik) -D(z) (3.10)

P Next, let us compute the probability that the busy period to which our arbitraryr custo-

mer belongs, starts with k customers. It is clear that the expected number of customers served in

a busy period which was started by k customers is proportional to k. This is true since this busy

period can be thought of as k consecutive independent sub-busy periods, each of which starts

5 with one customer (see for example lKlei751, section 5.8). From this argument it is easy to calcu-

late the probability that an arbitrary customer belongs to a busy period that starts with k cu~to-
mens:

(3.11

rPr( arbitrary customer belongs to a busy period started by k customers! 00 3.1

P b, i

Now, it is clear that equation (3.10) is actually independent of the busy period index (j+ I.

Thus it we condition on the fact that our arbitrary customer is served in a busy period started

by k customers, then the z-transform of the additional delay suffered by this customer is given

by:

Djz Ibusy period starts with k customers - 1 ~ +S(z 1k) D(z) (3.12):.

From equation (3.11) and equation (3.12) it is now easy to calculate the &-transform of the addi-

tional delay suffered by an arbitrary customer. This is done by unconditioning equation (3.12):

cbtk 1l-zH'D~zl-Dz)1
G(z) ~ -I+ S(z 1k) -Dz

N' S(z Ik)btk
(izlDzlD)I + D(z) "'(3.13)

Using equation (3.9) we may rewrite this as:

r S(: Ih)bkk

0(z) -D(z) + D(z)[ ' S(z)1 (3.14)

from which we observe that the z-transform of the additional delay in our system equal to the

additional delay in the system with an independent starter plus the second term of (3.14). Now
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substituting D(z) from equation (3.2) gives:

S(z Ik)bt"
Glz)+ (.[l:~-~zl4 ' 3.15)"-.

Note, that neither G(,r) from equation 13.15) nor D(z) from equation (3.9) can be used

directly to solve for the z-transform of the total delay to a customer in the queue-with-starter.

Unlike the approach suggested in chapter 2 for a queue with an independent starter, we cannot

compute this z-transform by multiplying any of the above transforms by the z-transform of the --

queue-without-starter. This is true, since in this system the additional delay in the queue-with-

starter is not independent of the delay suffered in the queue-without-starter. Nevertheless, if one

is interested in the expected value of the total delay, one can compute it by summing the

expected additional delay and the expected delay in the queue-without-starter. The expected

value of the additional delay in the system is calculated from (3.14):

or, by using Lz. (3.161

k-

or, by using (3.3):

kI

by a First Customer: Analysis of the Additional Delay

In this section we ire interested in the analysis of the additional delay in an M/G/1 sys-

tem with a non-independent starter. The system model is the following: the basic system is a

regular %M/G/1 queue. The modification is that when a customer arrives to an empty system a

random amount of time is required to "start" the server before this customer can be served. This

amount of time depends on the amount of work brought to the system by that "first customer".

The goal here is to analyze the additional-delay suffered in the system. Thus, as in sec-

tion 3.3, we will derive the LST and the expected value of the additional delay suffered by an

arbitrary customer in the system. As in the discrete system, one can sum the expected value of

the additional delay in the system and the expected value of the system time in the correspond-

ing M/G/1, to yield the expected value of the system time. On the other hand, the LST of the
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additional delay suffered in the system cannot be used in a direct way (namely, by multiplying it

by the LST at the system time in the corresponding M/G/i) to calculate the total delay in the
system. Nevertheless. using mote sophisticated analysis and the results derived in this section.
we will be able, in the next section, to derive the LST of the total delay suffered in the system..-

The notation to be used is similar to that used in setion 3.2. but here we condition on
the service time of the first customer of the given busy period:

DI I.) j PrID. <t I he ,rermcp- time of the fir.4L custo mer in b~p i zj

djt ~ ~ 1z 1X:1 f fe"d(, [lidt.
at 0

S,(t Iz) Pr[S,<t the eertict time of the fir.?I -t.jnrr in b . = :

#,(' Iz) 1 ~ ' S : fe"Islt xilde -4 ft *,(I jx~dt,
0

The conditional LST and the conditional expec-ted silue of the cold start suffered by an arbi-
trary busy periodl (disregarding its index) are- denoted by S*(, 1z) and 3 respectively. The con-

ditional LST of the addititinal lelay suffored by an arbotry busy period is denoted by D (o I z).7
The unconditioned cold start is denoted by S 14 S(t). s(t I. and T The unconditioned additional
delay (suffered by the customers of an arbitrary uy-pirio4j is represented by D (e). D(t). d(t).
and D.The additional delay ituffered by an arbitrairy 'ueto mer is represented by G (eI. G~t),
g(t), and .

Now let irt rolloiw the derivation from the pre% inus% erion to derive the LST of the addi-
tional delay suffered in the svstrm. The LST of the additional delay suffered by the customers of

busy period J'+l, conditioning that the service time ir the first c'istomer of this busy period is z,
is recursively expressed as follows.

=X(D.'Pd. D.(slI *iIj ~)(.8

Since the system is in equilibrium, the additional delay suffered the customers of the jth busy
period is the equilibrium additional delay (D 0(X). so:

D'.(,, 1z) +Dl l 5(., lz)D'(X) (3.19)

Clearly. the above expression is correct for every j. so it represents the LST of the additional
delay suffered by an arbitrary busy period (conditioning on the amount of work staftefi this -

h.p.). Thus.
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DO(* I) M-O(X-D(11 + So(# j)Do(x) (3.20)

Next, we calculate the distribution of the additional delay suffered by an arbitrary custo-.

mer. This is done by considering the fraction of customers who are served in busy periods which

start with an amount of work equal to z, and by unconditioning equation (3.20). In addition, we

substitute D*(a) and D*(X) with the corresponding expression taken from (3.5). This calculation

yields:

30

f b(: :s(, Iz)d:
G (e) - I .j0 [L,- . )- L~i + 0 ] (3.21) -

From this equation it is easy to derive the expected additional delay suffered by an arbitrary cus-

tomer:

"= +"+["- .' 2°  (3.22.).:

As mentioned earlier, the expected value of the additional delay can be added to the ori-

ginal expected delay suffered in the M/G/1 system to yield the expected system time spent by an

arbitrary customer. Nevertheless, the the LST of the additional delay, cannot be multiplied by - "'

the LST of the original delay suffered in the M/G/I system to yield the LST of the system time

in our system. This is true since the original delay is not independent of the additional delay.

In the next section, we use a more sophisticated analysis to derive the LST of the total

* "delay suffered by an arbitrary customer in this type of system.

3.5 The M/G/1 System where the Starter Depends on the Amount of Work Brought

by a First Customer: Analysis of the System Time

The approach used in the previous section cannot be used to derive the distribution of

the total delay suffered in the system. Even though we derived the LST of the additional delay,

D'(s), and even though the LST of the original delay is known for an M/G/l system, one cannot

directly use these results to compute the LST of the total delay suffered in the system. The rea-

son. as already mentioned, is that in this system. in contrast to the system with an independent

starter. the additional delay suffered . Y an arbitrary customer is not independent of the original

delay suffered by this customer, so the two transforms cannot be multiplied to give the required

LST. Therefore, we have to use a more direct approach to Gnd this LST.
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r ~Let us assume that the system is in equilibrium and let i and wi be random variables
respectively representing the service time and the waiting time of an arbitrary customer in the
system wtithout starter (ayetem-A). Let d be a random variable representing the additional delay

suffered by an arbitrary customer in the system with starter (*yotem-B). This additional delay is

due to the starter. Let f(be a random variable representing the system time (total time) an arbi-

trary Customer suffers in the system with starter (iryslem-B). We call these variables the service

time (zi, the original waiting time (w ), the additional delay (d') and the system time (f.The pro..

babilistic measures of these variables are the following:

a1 0

Dly) P- frfdy], b~y ay I~~DP f esvdy

a1 '

In our analysis we realize that the system time of a given customer depends on two pro-

perties of first customers:

1. If the customer is the "first customer" of a busy period or not.

2. The amiount of work brought to the system by the "first customer" of the busy period, in

which our customer is served.

For the sake of clarity, let us definie these properties carefully. Consider the busy and

idle periods a observed in system-A (i.e.. a system without the starter). Recall that a customer

is a first cutomer if it happens to be the first customer of some busy period. A customer which is

not the firs~t customer of some busy period is -ailed nion *irst. W~e say that a busy period is of

height z (or type zi if the amount of work brought to the system by the first customer of this

busy periodi is r. We say that a customer belongp to a busy period of type z if it is served in a

busy period of type z. [n figure 3.1 we see that customer j, is a first customer, while the CUMto

mere [j...j+b are non-first. The busy period described in this figure is of type z.
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Figure 3.1: The mth busy period, a busy period of type:z

Next we are interested in the conditional distributions of the service time, the original
*waiting time, the additional delay and the system time. These measures are conditioned on the

height (type) of the busy period to which the customer belongs and on the customer being first
of non-first. First, we denote the service time, waiting time, additional delay and system time of
the customers which are non-Brast, distinguished with the subscript n:

B. (y Is) A Prfz< y the customer is non-first and is served in a b.p. of type zj

b. )e"b.(v 1z.dy

W.(M Iz) A Prdw :5 I the customer is non-first and is serveO in a b p. of type zi
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0

D. (y z) ~Prny the customer is non-first and is served in a b.p. of type z,

. .

d. (y z:) 8D (yz D(* I z) f fe -vd.(y I z) dy
8 Y 0

T, (y I:) -4 Pr[f< y I the customer is noo-first and is served in a b.p. of type zj

a,,Y

=(Y Z, l.I) w(, I,1 f= e- t,(y ,)dy

Similar notation is used for first customers, distinguished by subscript f

By I) A Prfiy I the customer is first and is served in a b.p. of type z i

aB, jz)
W(y IZ) , P r.'v I th c s m i fers and i

ay
D,(y 1z Pr[<y I the customer is first and is served in a b.p. of type :j

"u t(Y IZ1 W TI r(8 Iz) -f fe-'wwt,(y I)d

D, (yz) PrDy the cuto is is n ssre)i ~.o yex

a= y 0-.
d-y : , . ; , -'dyIzd

T.(y I:) A Prft<y I the customer is first and is served in a b.p. of type zJ

I. ~aT(l, I:1 '

"'(Y 1z ) - TA, I z) 1 fe"v(1y 1r)dy.ay
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Now we show that the conditional original waiting time, the conditional service time ad
the conditional additional delay are independent of each other.

THEOREM 3.1; Given that a customer is served (in system-A) in a busy period of type Z, the
additional delay it suffers is statistically independent of its original waiting time and of its service
time.

Proof: Let us first consider an arbitrary customer, C,, which is non-first. Let j be the busy

period in which C, is served, and let C, (k<i) be the first customer served in this busy period.

From fact 1, observed in section 3.2. the additional dela) uffered by C and C, is the same.

Thus, we bave to show that conditioning on the type of the busy period (or, actually, condition- -

ing on the service time of CQ the additional delay suffered by C, is independent of the original

delay suffered by C, and of the service time of C,.

It is clear that the original delay suffered by C. is a function only of the service times

and interarrival times that "belong' to busy period j. Namely, the sequence cC., ,c.-i and
the sequence t.. 1 ,4. 2 . t,. Let us call this group of variables, the original delay group. On

the other hand, the additional delay suffered by Ck is only a function of the system behavior

rIprior to r., the starting time of busy period j.More specifically, this is a function only of the

sequence t".t3, t, the sequence c 1 .c. c,- and the sequence S-S S More

we recall that 5, is a function of c, (the cold start depends on the service time of the first custo-

mer in the busy period). Thus, we have to add to this set the variable ck. Let us call this set
(including ck) the additional delay group. In addition, we must mention that S-, .S-

depend on the service times observed in the system; however, all these variables belong to the

"past" and are contained in the set c,c2, Ck-1.

Now, we note that the additional delay group and the original delay group are mutually

exclusive, excluding ce that belongrto both groups. Due to the assumptions on the arrival pro-

cess (independence of interarrival times and service times) it is clear that the statistical depen-

dence between the groups is only due to the fact that cd belongs to both groups. Therefore. we

conclude that it we condition on the value of c (which is identical to the busy period type) the

additional delay suffered by Ck is independent of the original delay suffered by C,.

It is now easy to prove that the service time of C, is independent of the additional delay

it suffers. This is true since this variable does not belong to the additional delay group.

Now, let us consider a customer C which is a first customer. First, the original delay

suffered by this first customer is constant (0), so it is independent of the additional delay it

suffers. Second. considering the customer's service time, c,, we realize that it is contained in the

original delay Sroup. However, since we condit- jon the value of c,, the conditional service time

so
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is independent of the conditional additional delay. .

In addition to the above theorem, it is well known that the waiting time of an arbitrary

customer in an M/G/1 system is independent of its service time. Therefore, the original waiting

time (in our system) is independent of the service time. All this leads to the following conclusion:

COROLLARY: The conditional system time consists of the sum of three independent random .

variables: the conditional original waiting time, the conditional service time and the conditional

additional delay.

From this corollary it is now easy to calculate the LST of the conditional system time. -

This is simply the multiplication of the proper Laplace transforms:

T;(l = B;(, Iz)W;7(, Iz)D ;(s JZ) (3.23)

Tr(e II) = B(, lz) W(e lz).D (a Iz) (3.24)

We are now ready to start calculating the conditional system time. This we do by using

equations (3.23) and (3.24) and by calculating, one by one, the proper terms appearing in these

equations.

Mwe Dinky Suffered by FIM CmUfmru

In the following we derive the LST of the conditional service time (B(* jz)) and the LST L

of the conditional original waiting time (WK(* Iz)) suffered by first customers. The LST of the

conditional additional delay (DI(o Jz)) will be derived later.

First, it is clear that since we condition on the fact that the first customer is served in a

busy period of type x then its service time is exactly z, so the LST of its conditional 'ervice time

is:

B,(. I.-) (3.25)

Second, the original waiting time of first-customers is always zero, so:

4';(s Iz) = ( (3.26)

TU Deay Sutrnd by N..-bg Cu=ut."'
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In the following we derive the LST of the !onditional service time (B(*. Iz)) and the LST -"

of the conditional original waiting time (W.(# ff) suffered by non-first customers.

First. it is clear that the service time or mo-first customer is independent of the type

of the busy period to which this customer belongs. Thus. its service time is just the service time

of an arbitrary customer in a regular M/G/l syst-m:

B:(I - B'(s) (3.27)

The computation of the LST of the original waiting tame of non-first customers is more

complicated. This is true since the waiting time that 3 non-firt customer suffers in system-A.

strongly depends on the type of busy period to which this customer belongs.

To analyze this LST, we follow the method used in [Klei75J to derive the waiting time in

an M/G/L system by anal)zing the behavior of the busy period; we depart from this M/G/1

derivation when we uncondition on z. the height of the bu.,y period.

Let us consider a busy pe'riod of type x. as observed tn system-A. Let us examine the

unfinished work. I'(1), as observed in the system during thib busy period. To analyze the waiting

time we decompose this busy period into a sequence of intervals whose length are dependent ran-

dom variables as follows. Consider this buby period as bown in figure .3.2 (borrowed from

[Klei7,5J and modified properly ). Here we see that customer C, initiates the busy period upon his

arrival at time r1. The first interval we consider is his %ervice time -i=:, which we denote by

X.; during hs interval more rustomers arrive tin thits case C. and C3). All those customers who -'

arrive during -'0 are "erved in the next interval. whos" duration is ,' and which equals the sum

of the service times of all arrivals during X0 (in this case C. and C3). At the expiration of X, we

* then create a new interval of duration . in which all customers arriving during X, are served.

and so on. Thus. X, is the length of time required to service all those customers who arrive dur-

ing the previous interval whose duration is "\- Now, let us denote by n, (i=0.1.2....) the

number of customer arrivals during the interval X, Using this notation it is clear that n, custo-

mers are serv.d during the interval X,-,. To allow for an infinite number of such intervals, we

*define X,==O for those intervals that tall beyond the t-rmination of this busy period.

Let us now define X,(y1 to be the PDF for AV,. and .','(.s the LST of the corresponding

pdf, that is,

. .\','.) Li 'x'I

0

" In a similar manner, we define the following mea.iures for, conditioning on the fact that the busy

period to which this interval belongs is of type z:
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x~=X4-X, Xe 2 j~ X3  X4

Y

Figure 3.2: The sub-busy periods or a busy period of type z

XK(y 1z) a~ Pr(X:y JX, falls in b.p. of type zj X~ z) .~f e-vdXjy z)
0

We now condition out calculation on the event that a new tagged customer arrives while

the busy period is in its ith duration (i.e. arrives during the interval X,); let t6i denote the waiting

time of this customer. It is clear that the waiting time of our tagged customer equals the remain- 
-
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ing time o~f the ith interval plus the service time of all the customers'* who arrived before he did

during the ith interval. Let us define Y, to be the remaining time of the ith interval (that is, the

* time from the arrival cf our tagged customer until the end of the ith interval), and let N, be the

* ~. number of arrivals during the ith interval but prior to the arrival of our tagged customer (that

is, in the interval X,-Y,). Now, we are interested in calculating El e-' Ii, Xo-zj, and this we do

by conditioning on XY, and N1. This is simply the following:

Ete' C-iIi, X -y. Yy-, N, - n. X0 - e' [B(e) (3.28)

K Now, since we assume that ns customers have arrived during an interval of duration

rw y-ywe uncondition on N, as follows:

Ere-sli Ii, X -, Y -Y, XO=Zj eB' nLJL.L
-O

-e S ~(~ )~~V~ )('~(3-29)

Since Y' is defined to be the remaining time of the ib interval, it is distributed as the residual

life of X,5 Therefore, as shown in JKlei75J the joint density for the conditional X, and the condi-

tional Y, is given by:

dX,(y Iz~dy foOy'y o
Prly<X,<5y+dy, y'<Y,:y'+dy' Ii. X0 =-zJ fo 0l < Iz5j:5

*Thus, we can unconditiom on X. and Y, in equation (3.29) to obtain:

Ej ew i, X0zj 7 el' ~.sj~ei~ .B's~)dX,(y Izldy'
-_ 0 "ElX, IXO=zI

7 [~- ~~Bs~v] dX,(y Iz) (3 30)

* which is identical to:

El e SWIi. X 0 =ZJ = 3.31)

Now. X,.,(# Iz) can easily be recursively expressed in terms of X,'(s 1z) (see the derivation of

equation 5.161 in 11<1675j) as follows:

'We assume that the service policy is first come first served (FCFS)
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X.'.a (eZ) X. x(X -XB(s) z~) (3.32)

Thus, using equation (3.32) in equation (3.31) we Let:

~ .- ~Ii, O1 - X..'(8 Ixl-X(o Ix)
Ia-i, (.)1E1X (3.33)

Next we note that the probability of arriving into the ith interval is proportional to its length,
so:

Pr~arriving in the ith interval Ithe b p is of type zj ElYJOz

Thus, we can remove from equation (3.33) the condition that our customer arrived in the ith

interal (still conditioning on the fact that it arrived during a busy period):

E e" Icuptomer arrives during a b.p.,A,=.rj (330
[a-X+YB'(s)JE[Y(3.34)

Now, the summation from this equation collapses into X,'(. Iz)-X*(i, Ix), which is clearly identi-

cal to I -e-" Irecall that X. =), )so:

Le " cuatomer arrive., during a b.p '() ElY XO=r(335

Now, let us calculate El Y JX0=xI. First it is known that the expected length of an arbi-

trary busy period is given by

E(3.3)

where 'is the expected service time and p is the s'm utilization.

Second, we note that the distribution of the amount af work brought to the system by the first

customer of a busy period is just the distribution of the serv ice time, b(x). Therefore, we get:

E( )I= fEl Y (zjh(x)dx

so:

f El Y IZI bf I)x (337

Now, in our system, as opposed to a regular 'M/G/l ystern, we condition on the amount of work
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(z) brought by its first customer. Thus, the expected length of a b.p. is proportional to z, so:

Ely IXO-ZI -c

where e is some constant. Thus, we obtain:

f ElY I zJb(z)dz -zbgz)dz elC (3.38)
0 0

Using (3.37) and (3.38) we get that cm-- and the desired reshait is:

El Y 1-Y0=ZI - -13.39)

Finally, we can now plug 1.3.39) into (3.35) to yield the conditional LST of the original
waiting time of non-first customers:

W:(eI:) E~e' Icustomer arrives during a b.p. of type :1-j..L).AL 340

7hU Dbsm. of th Cmdlki.g Addlahug Dela

In the following we derive the expressions for the LST of the additional delay suffered by
first customers and non-first customers as proposed.

From the analysis done in section 3.4 it is clear that the additional delay suffered by the

*customers of a busy period of type z is identical for all such customers, independent of the

first/non-first property. From that analysis we get:

D:(* z) -D'( I z) D D(o z:) -IXlDsI+S'( Iz).D*iX) (3.41)

The 1ST d1 the Totel Delay Suffinred bm the Syit.

Having calculated the LST of the conditional service time, the conditional original wait-

* ing time and the conditional additional delay, we are now ready to calculate the LST of the total
system time.

The UST of the total delay suffered by first customers which belong to 3 busy period of

type z is given by:

T;(# I:) + e~XD()D(l S'(s Iz)D'(\)I (3.42)

where equation (3.26) gives the factor 1. equation (3.25) gives the factor e" and equation (3.41)- -

56

. .. . . . . . . .



gives the term in bracket&.

otyeThe LST of the total delay suffered by a non-first customer who belongs to a busy period

of tpe isgiven by:

T:"(S Z) B ' CiiD (s). .Di~u(I + S'(s l-DX (343

where the first term, the second term and the third term are taken from equations (3.40), (3.27)
and (3.41), respectively.

Next, we calculate the fraction of customers wbhich belong to each type.

Considering the "first" customers, we realize that these are actually customers who arrive

to system-A while the system is empty. Therefore, the fraction of customers that are first custo-

mers is exactly 1 -p, where p is the utilization factor of system-A (recall that p=Xz-). Now, it is

clear that the first customers who "fall" into a busy period oif t~ype zr are exactly those first custo-

mers wbhose service time is z. Thus, the fraction of first customers who "fall" into a busy period

of type z is given by b(z). Therefore. we conclude that the fraction of customers who are "first"

customers and belong to a busy period of type x is given by:

P, A P4I a customer is a first customer and belongs to a b.p. of type zi I b(z)-(I-pf3.44)

Considering the non-firit customers, it is now clear that these are customers who arrive

to system-A while it is busy, so the fraction of cuALnierS who are non-first is exactly p. To Band

the fraction or non-first customern which are sorved in a bitsy period of type z. we note that the

expected length of a busy period is proportional to the amount of work brought by the customer

starting the busy period. Thus, the expected number or customers arriving to the system during

a busy period of type z. is proportional to 6jxj-x Therefore, the fraction of non-first customers

who belong to a busy period of type z is given by:

Prf a customer belongs to a b p. of type z non-first customer = blzlz

f b(z).zdz
0

And the traction of customers who are nion-first and %ervPd in a busy period of type Zr is given

by.

P,.,~ Prf a customer is 4 non-first custo mer and beiongs to a b.p. of type-z

bfz).r(3.451

0
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Having calculated the conditional LST of the system time and the fraction of customers

belong to each type, it is now straightforward to calculate the LST of the system time for an

arbitrary customer.

T~e)- J,,,(s Iz)dz + f P..,T( tzdz (.6

r.0 0

Substituting (3.42), (!!.43), (3.44) and (3.45) into (3.46) yields:

To(a) > f(-)6ze I D2X))-D'Je,)l + So(* Iz)D'(x\)}dz

+ f XID'()-D',?)L+ So($ lr)D*(X)Jds

Using the following equalities:

f b(z)e-ssdz mB'(e) f fb(z)dz 1
0 0

and rearranging the expression for T(), we get:

To($) 0 (j). >ID'(XI-D'(el B'o + L XB(*). (fIDf-l(-~

a -X + X BXBs)

Factoring the first and the second terms of the above expression and combining them together,

and factoring the last term gives:

B~~~~ ~ -+Bu-X +XB (ol

+ f1pDX b jX)e-*S'(s IX)dI (3.47)

Now, from (3.4) it is clear that:

thus, we get:

Substituting this relation into (3.47) yields:



.',ono-

" T(,) - Xie -).(,)).[i-s(,)] +

+ (I-pDX -jb(z)Ce"S'(e Iz)dzi
--)(+XB*(,) - - .•

Rearranging this expression and substituting D°(X) from (3.4), finally gives the desired result, the

LST of the system time:

T'(8) Iz( •xB (lsx).f b()"S'(e (3.48)
[,-X+AB'j8J-jl+XS) 0

Now, if one is interested in calculating the LST of the "additional delay" suffered in the system,

(3.48) can be rewritten as following:

1i-l*BLu)~ ~...±..... ~ s-X.fb(z)e-'S'(s Iz)dZ1
-- . T~ls) + s-0Bs) (3.49)

The first term in (3.49) is the well known expression for the system time in the M/G/I uItthoul

starter. Thus, the second term of (3.49) could be considered as the additional delay suffered in

the system with non-independent starter, and we can consider the delay suffered in this system

as consisting of the sum of two independent random variables: 1) the delay in the M/G/1
without starter, represented by the first term. 2) The additional delay suffered due to the starter

and represented by the second term.

The reader should note the difference between the prnperty mentioned above for the qys- lop"

tern with a non-independent starter to the equivalent property observed for the system with an

independent starter studied in chapter 2. In chapter 2 we could show that for the system with

an independent starter the total delay is distributed as the sum of two random variables (the ori-

* ginal delay and the additional delay); moreover, we have shown how to directly calculate the

additional delay in that system. In contrast, in the analysis of the non-independent starter sys-

tem, done above, we can only consider the delay ezpression as consisting of the sum of two ran-

dom variables.

3.6 A System where the Starter Depends on the Lenlgth of the Idle Period

In this section we are interested in analyzing a system where the start-up delay depends

on the amount of time the system was idle before the arrival of a "first customer". Such a sys-

tem, where the underlying system is M/G/I, has been analyzed by Welch jWelc64j. In the fol-

lowing we analyze this system using our approach. Like Welch we do the analysis for an M/G/l

system with single arrivals. In addition we emphasize that the same approach can easily be used
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to analyze discrete systems and systems with bulk arrivals. This is an immediate result of the

method of analyzing the additional delay instead of the total delay.

The basic assumptions required for this section are:

I. The interarrival times possess the memoryless property. Thus in a continuous system
the interarrival times are exponentially distributed and in the discrete system they are

geometrically distributed.

2. For the analysis of the additional delay the arrival may consist eithr of bulks or of sin-

gle customers.

3. The length of a "cold start" depends on the length of the idle period preceding it. For

clarity it should be emphasized that this dependence is on the length of the idle period
as observed in oyatem-8. This emphasis is important for having a realistic model.

Under these assumptions it is easy to see that the following holds:

1. The cold start (if any) suffered by the jth busy period (according to system-A) is
independent of any property of this busy period.

2. The length of an idle period, ,u observed in sy-tem-B is exponentially distributed with

parameter X.

3. Let us aseume that the .th busy period (according to system-A) suffered a cold start in

system-B. Let to be the moment when sytem-B becomes idle prior to the beginning of

the jth bury period. Then the cold start suff.red by the jth busy period is independent
of the history of system-B prior to t0.

I et us now ,-alculate the additional delay %ilffered in an M/G/I 'ystem. The notation to

be used is very similar to the notation used in section 3.4. In fact. we use exactly the same nota-

tion but modify its meaning. The modification is that here the conditioning parameter (z) 7

represents the length of the preceding idle period while in section 3.4 it represented the amount

of work brought to the system by the first customer Thus, for example, we denote by SO(o 1z)

the LST of the cold start (if any) suffered by the jth busy period (according to the realization in

system-A) conditioning on the fact that the length of the preceding idle period (according to

system-B) is z.

From the observations made above it is clear that in order to compute the LST of the

additional delay suffered by an arbitrary busy periu, one need merely to calculate the LST of an
arbitrary cold start and then plug it into equation (3.6). From the second observation, calculat-

ing the LST of the cold start suffered by an arbitrary busy period is an easy task:

0.........
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s - fxe' 'S'(# 1z)dZ (3.50)
0

Similarly one can easily calculate the expected value of the cold start distribution:

3' - fezSj (3.1) -
0

And, as observed above, the LST of the additional delay is expressed in the terms of S"(s) and 2':

D(s) -sL S (3.52)

which is what we are looking for.

It is easy to see that the above results hold for M/G/l systems where the arrivals consist
of customer bulks as well as for an M/G/I system where the arrivals consist of single customers.

In addition, we realize that the same approach can be used to analyze discrete systems where the

interarrival times are geometrically distributed. As observed for the M/G/I system, the results

for the discrete system wil hold for bulk arrivals as well as for single customer arrivals. While

the basic result (concerning the MI/G/ system with single customer arrivals) has been reported

by Welch, the extensions for discrete systems and bulk arrival systems have not been observed

previously.

3.6.1 A Note on Mlxed Systems

In the first sections of this paper we considered systems where the start-up delay ..

depends on the amount of work it finds in the system. In the beginning of section 3.6 we dealt

with a system where the start-up delay depends on the amount of time the system were idle. A

natural extension of this work is to consider mixed systems. A mized system is a system where

the start-up delay depends both on the amount of work it finds in the system and on the length

of the preceding idle period. Using the results reported in the previous sections it is quite easy to

analyze mixed systems.

For simplicity let us consider an M/G/l system and use the notation used in sections 4

and 5. Thus, 5'(j) denotes the LST of an arbitrary cold start and S*( Iz) denotes the LST of a
cold start conditioning that the amount of work brought to the system by the first customer of

the busy period (corresponding to the cold start) is z. In addition to the notation used in section

3.4 let us denote by 5(# 1zy) the LST of the cold start conditioning on the fact that the length

of the previous idle period is y and the amount of work brought by the first customer of the

busy period is z. Similarly, we denote by =1, the expected value of the cold start conditioning

on the same two parameters.
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To analyze the system we note that the service time of the first customer of some busy
period (according to system-A) is independent of the length of the preceding idle period (accord-
ing to system-B). Thus, the same approach used in equation (3.50) can be used to uncondition
S'( Isy). This is simply:

SO(& 1z) fXe-YS'(s Izy)dy (3.53)
0

and similarly, one can fid

~j=f. ~ Y7dy (3.54)
0

Now we note that S*(a I:) and 71 have the same meaning as in sections 3.4 and 4.5.

Thus, to obtain the LST of the additional delay suffered by an arbitrary customer in the mixed

*system one need merely to use the expression derived in equation (3.531 and then substitute it
into equation (3.21). Similarly, to obtain the expected value of the additional delay suffered in

the system one need to substitute the expression from equation (3.54) into equation (3.22). In a

similar manner, it is easy to derive the LST of the total delay sufered in the system. This can be

done by substituting equation (3.53) into equation (3.49).

3.7 Extensions and Generalizations of the Results

In this section we review the results reported in the previous sections and describe how

they can be used in the analysis of other systems.

ThstIn section 3.3 we analyzed the LST and the expected value of the additional delay

suffered in a bulk-arrival discrete time system where the starter depends on the size of the first
- bulk arriving to an empty system. In a very similar manner one can find the additional delay in

a discrete system with simple arrivals where the starter depends on the amount of work brought

to the system by the firs cusatomer of a busy period. The z-transorm and the expected value of

the additional delay suffered by an arbitrary customer are then given by the following equations:

G~z I I -ZIH 1.1 + ti](3.55)
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which are equivalent to equations (3.15) and (3.17) resiectively. The difference is in the interpre.
tation of the expressions, where here (in contrast 4o the expressions derived in section 3.3) the
subscript k appearing in the equations represents the amount of work (in terms of time units)
brought to the system by the first customer.

Using the same approach it is also possible to find the additional delay in discrete system

with bulk arrivals where the starter depends on the amount of work brought by the first bulk
arriving to an empty system. The expressions for the additional delay suffered in this system
are, again given by equations (3.55) and (3.56) where the interpretation of k and bt changes

properly.

It should be noted that the type of analysis done in section 3.3 is good for all these sys-
tems, mainly because it calculates the 2diitinya &L-4 suffered in the system (not the total
delay!). Since the additional delay depends only on the interarrival times (not on the service
times and not on the bulk sizes) it is natural that this can be extended to all these systems.

The same observation made above with respect to discrete systems, can be made when
we consider continuous systems. Thus, all the systems described above can be analyzed when the

underlying model is a continuous time system. For example the following expressions give the

LST and the expected value of the additional delay in a continuous time system with bulk
arrivals where the start-up delay depends on the number of customers arriving in a first bulk:

bk.kS'(, 1k) (3..) -

I=

77bk~k
(,) -L[.-. -s" + ,, 3(3.58)

In these expression k denotes the number of customers arriving in a first bulk and bk denotes the -

probability that a bulk consists of k customers.

..°
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The only part of this work that cannot easily be modified is the analysis of the LST of

the togal delay done in section 3.5. We believe that a similar approach, to the one taken in see-
tion 3.5, can be used to analyze the equivalent discrete system. However, this analysis is not

trivial. Another non-trivial task is to analyze the LST of the total delay suffered in systems with

bulk arrivals.

The extension applied to the work done in sections 3.3 and 3.4, can easily be applied to

the systems reported in section 3.6. These are the systems where the starter depends on the
length of the previous idle period and the mixed systems. Thus, if one is interested in analyzing

these types of systems, it is relatively easy to modify the equations reported in section 3.6 in

order to achieve the LST (and the expected value) of the additional delay suffered in the specific -

system. This analysis can be applied to discrete systems as well as to continuous systems, and to

systems with simple arrivals or bulk arrivals.

It turns out that for most types of systems it is relatively easy to derive the LST and the

expected value of the additional delay. On the other hand, deriving the LST of the total delay

suffered in the system is not so easy, and may be difficult for some of the systems. It is noticed

that the system with starter will be difficult to analyze it the equivalent system without starter is

difficult to analyze. Nevertheless, it should be noted that the expected value of the additional

delay suffered in the system with starter may have its own importance even in the cases where it

is difficult to calculate the total delay. The reasons for this are the following: I) In many cases

the measure of interest is the expected value of the delay suffered in the system. In these cases it . .. *..

is valid to calculate the expected value of the original delay (suffered in the system without star-

ter) and to add it to the expected value of the additional delay (suffered in tLe system with star-
ter). This summation is valid although the two variables are not independent of each other. 2)
In some cases it is required to compare two types of starters on the same "original system'. In

this case it is very important to find both the expected value and the LST of the additional

delay even if it is difficult to calculate the same measures ror the total delay.

* 3.8 Summary

We studied queueing systems in which a non-independent start-up delay is incurred in

the beginning of each busy period. The particular systems analyzed in this chapter are those

where the start-up delay depends on either or both of the following parameters:

1. The amount of work brought to the system by the first customerisi of a busy period, or,

similarly, the number of customers arriving in the first bulk of a busy period.

The length of the previous idle period.

The analysis was done for both discrete-time and continuous-time models where the interarrival

times posses the memoryless property.
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CHAPTER 4
The Analysis of Random Polling Systems

In this chapter we analyze the behavior of random polling systems. The polling systems
considered consist of N stations, each of them equipped with an infinite buffer, and of a single

server who serves them in some order. In contrast to previously studied polling systems where
the order of service used by the server is periodic (and usually cyclic), in the Systems considered

I I.

here the next station to be served after station i is determined by probabilistic means. More
specifically, according to the model considered in this chapter, after serving station ithe serverK
will poll station j (j-1,2,--,N) with probability p,.

The main goal of this chapter is to derive the expected delay in the random polling sys-
tem. This result is later used in chapter 5 in the analysis of exhaustive slotted ALOHA schemes.
In addition we analyze the cycle time and the number of customers found in the system.

4.1 Introduction and Previous Work

The queueing behavior of polling saytems has been extensively investigated in the last
twenty years. The "traditional" polling scheme that appears in the literature, is a method by
which a single server serves N stations, each of them generates its own stream of work requests 

(or customers) and each of them equipped with a queue to store its requests. According to this

scheme (called the cyclic polling scheme ). the N stations are served in a cyclic order in which the
station served after station i is station y pI (modulo N).

In contrast to previous studies that dealt with cyclic polling schemes, our aim, in this
chapter, is to study the random polling scheme. In a random polling scheme, the station polled
after station i is not determined ahead of time. Rather, this Station is determined at operation
time according to some random criteria. According to the specific scheme we investigate in this

chapter, after servicing station i, the server will poll station j (j-l, 2. --,N) with probability p,.

Naturally, the previous studies were motivated by the wish to model a time shared

system: the most common computer system of the last twenty years. The time sharing system
consists of a central processor (controller) which serves many users, by a way of polling them in

cyclic order. ~-
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In contrast to the past studies, this chapter was motivated by the wish to model a distri-

buted system. Unlike the central processor, the distributed system can not always take a decision

in a deterministic way. In particular, visiting V stations in fixed order (which is equivalent to

moving the control from one station to the next one) may not be a natural process for these sys-

tems.

Motivated by the recent developments of distributed systems, we believe that the ran-

dom polling scheme is a natural model for distributed systems where the control moves from sta-

tion to station according to some random criteria. As an example (that, as a matter of fact,

motivated this research) one can think about a shared channel communication network, where

the decision of "who will talk next" is done in distributed manner, and is based on some ran-

domly behaving algorithms, rather than being based on a fixed order. Such a system is analyzed

in chapter 5 of this dissertation by using the results derived in this chapter.

The aim of this chapter, is to study the random polling scheme, emphasizing the analysis

of the delay suffered in the system. The model we use is a discrete time model and the extension

of the results to a continuous time model can be done in a similar way. As done in the analysis

of cyclic polling systems, we allow the server to have a random-length switch over period between

the service of one station to the service of the next station. The length of a switch-over period,

in our model, is associated with the station served prior to the switch over period.

For this model, under the assumption of fully symmetric system, we are able to derive a

closed form expression of the expected delay in all three types of service policies (the three poli-

cies are described below). For a non symmetric system, we form a set of .V, linear equations that

can be solved by numerical methods. A solution of this set easily gives the expected delay in the

different systems. In addition to deriving the expected delay, we derive the expected cycle time

and the expected number of customers found in a given station, for the exhaustive and the gated

systems.

Three types o service policy are studied in this chapter: 1) Exhaustive service. 2) Gated

service. 3) Non-exhaustive service. After a detailed description of the system model, done in

section 4.2, the first three sections of this chapter deal with the exhaustive scheme. In section 4.3

we analyze the number of customers found in the exhaustive system at polling instants. In sec-

tion 4.4 we analyze the length of the service periods and the the cycle length in the system. In

section 4.5 we analyze the number of customers tound in the system in arbitrary times, and the

delay suffered by arbitrary customers. Since the analysis of the gated system is quite similar to

that ot the exhaustive system, we do this analysis in short, and devote section 4.6 for it. Section

4.7 contains the analysis of the expected delay in the non exhaustive scheme. In section 4.8 we

compare the delay in the three different schemes, and also compare them to the delay in the

equivalent cyclic polling schemes. Lastly, due to the many algebraic symbols used in our

analysis, and to help in reading this chapter, we provide, in appendix D, a glossary of the nota-

tion used in this chapter. The rest of the appendices (A, B and C1 are devoted to the algebraic
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derivation of some of the equations appearing in the text.

4.1.1 Previous Work

As already mentioned the amount of work done in the area of polling systems is tremen-

dous. For this reason we will mention only the work that is strongly related to this chapter.

The discrete model of exhaustive-service cyclic-polling system with N stations and ran-

dom switch over periods were studied by Konheim [Konh80, Swartz [Swar0, Rubin and

DeMoraes [Rubi8l, Mora8l]. The discrete model of the gated-service cyclic polling system with

N and random length switch over periods were studied in [Rubi8l, Mora8lj. The expected delay

in a non exhaustive cyclic-polling system where at most one customer is served in a service

period was studied, for a symmetric system in [Nomu781. Many other references dealt with the

cyclic polling systems but under different assumptions (continuous model, zero length switch over

period, approximated results and so on).

Lastly, a recent paper aiming at tutorial of polling systems was written by Takagi and "

Kleinrock [Taka83I. This paper summarizes the known results for polling systems and brings a

coherent and organized derivation of most of the known results. This paper served us as an

excellent source for previous results, and helped us in the derivation of many of our results.

Many of the references not mentioned here can be found in that paper.

4.2 Model Descriptlon

We consider a system with NV infinite-buffer queues and one server. The time is slotted

- . with slot size equals to the service time of a customer. The time interval (t-1.t) is called the tth

slot. Customers which arrive during the tth slot may be served at the t+ Ist slot.

The arrival process to each queue consists of bulks of customers. We denote by .X,() the

number of customers arriving during the ith slot, i.e., this is the size of the bulk arriving at sta-
tion i during the tth slot. For each queue i, the arrival sequence. {.Xt) :t=I.2,...} is assumed to

be an independent and identically distributed sequence of random variables. The z-transform,

mean and variance of X,(t) are given by:

• 

A 
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The polling policy is the following: after completing the service of queue i (the period
during which the server serves a queue is called a service period ), the server goes for a switch-
over period. During this period, nope of the queues is served, and it may be considered as the

time required to switch from queue i to the next queue to be served. The switch-over period is
associated with the queue previously served (in this case i), and its length (distribution) may be a
function of i. At the end of the switch-over period, the server picks, in a random fashion, the

next queue to be served. The polling policy is that at this moment queue j is selected to be
served with probability pl. It is also assumed that the p,'* add up to one, i.e.,

.. -I=V

After serving queue j, the server, again, will go for a switch-over period (associated with queue j)
and then pick, in a random fashion, the next queue to be served.

Three types of service policies are considered in this chapter: the exhaustive policy, the
gated policy, and the non-exhaustive policy. In the exhaustive policy, when queue i is selected to
be served, the server will serve this queue until the queue becomes empty. Thus, all customers " "

found in the queue at the beginning of the service period, and those who arrived during the ser-
vice period are served in that service period. In the gated policy when queue i is selected to be
served, the server will serve, in that service period, all (and only) the customers found in queue i

at the beginning of the service period. Thus, none of the customers arriving during the service
period, will be served during this period. In the non-exhau8tive policy when queue i is selected to

be served, the server will serve at this service period exactly one customer from queue i. Natur-

ally, if no customer is found in this queue, when it is polled, no service is given to the queue in
this service period.

Three types of epochs are of interest: the time at which the server starts serving queue i
in the ruth time, the time at which this service period ends, and the time when the switch-over
period, succeeding this service period, terminates. The mth period at which queue i is served is

called the mth service period of queue i. The switch over period succeeding the mth service

period of queue i is called the mth switch over period of queue i. Let us use the following nota-

tion:

r,(m) the instant at which the mth sux period of queue i 9=.

r,(m) the instant at which the mth service period of queue i tormin.ips.a

7T,(m) the instant at which the mth s witch-or period of queue i term.naL..

From this notation and the service policy described above, it is obvious, that for each i and m

there exist j and n such that T(r)-,;(n).
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The length of the mth switch-over period of queue i is T(m)-rj(m). For each queue it is

assumed that the sequence of switch-over periods associated with it, {~m-~)m12..,is

a sequence of independent and identically distributed random variables. The z-transform mean

and variance of 7 ,(m)-r 1 (m) are given by:

R1(z) k r r 17(m)-r.(m)I j~ i

R.(z j -o°* -a° E1

2T2e1 + Rr(1) - Ro (4.2) -

In addition to the notation used above, let us denote by dm) the instant at which the

server starts polling at the mth Lime, independently of the index of the station polled. Similarly, " .

4am) denotes the instant at which the server finishes serving at the mth time, and m) denotes

the instant at which the server finishes the mth switch over period. According to this notation, it

is clear that AM)=4m+l).

4.3 Exhaustive Systems Number of Customers at Polling Instants

We start our study by analyzing the number of customers found in the system at the

polling instants. The number of customers found at the system is denoted as following:

L,(t) number of customers at queue i at timet

While the process L(t) by itself is not a renewal process, it can be observed that the

sequence 41), 42), 43), is a natural sequence of renewal epochs for the process L(t). Thus, if

we observe the process L at the polling instants, {4m)j, the process is Markovian.

The z-transform of the number of customers found in te system at the mth polling

instant is:

F.Z *2 zN) gj E[ I L,4NI) (4-3)

The limiting z-transform when m approaches infinity is given by:

F(Z11Z21~~~, 'ZV i ,,Z,2 44

Similarly, the limiting marginal z-ransform for Ld4m)) when m approaches infinity is denoted

by:
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F,(z) limr ElzL,~I) (,,~.,~l (4.5)

In addition, let L" be a random variable representing the number of customers at an arbitrary

polling instant when the system is in equilibrium.

To calculate F(z,,z2, ,zv) we express F.-.(z1 ,z2 , ,z,) in terms of

F.(z,,z2, • ,zv). To do so, let us condition our calculation on the specific queue served during

the mth service period. Let this queue be the ith queue.

The time interval of interest is the interval 14m),7m)l which consists of the mth service

period, j4m),r(m), and the mth switch over period, [ijm),7m)j. Since station i is the station

served in the mth service period, there exists some (unique) n such that:

,(n) -dm), r,(n) -jr), ,(n) 7(m)

Thus we are actually interested in the nth service period of station i and in the nth switch over
period of queue i.

First, consider the service period for station i: Iz(n),r,(n)I. The period stats when station

i has L,(.(n)) customers in its queue and terminates when this queue is empty. The behavior of

queue i during this period is equivalent to the behavior of the gambler's capital in the gambler's

ruin problem (a short description of this problem is given in appendix A), where the initial capi-

tal is L,(.t,(n)). The length of the period, r,(n)-r,(n), corresponds to the gambler's ruin time. - -

Thus, from the gambler's ruin problem we have:

E- w' "Iff@,( w)j (4.6)

where

H(z) - A (4.7)

and O(w) satisfies

e,(w)-wP[e,(W) = 0 (4.8)

From (4.6) and (4.7) we get:

Ell{e,(w)L ' '4ft'J (4.9)

and from (4.8) the first and the second derivatives of e,(w), evaluated at w-1 are:

:: ,(, - e ,)(.)  t , e )(1 " + (4.10)

Now, let us return to calculate the number of customers in the system at the end of the service • - '

period. This is expressed as following:
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LA~n) L,(.zAn))+ arrivals to queue j in fz,(n),r(n)J ,,#i (4.11)

The z-transform of the number of arrivals to all the stations (excluding i) during the interval

Czd'4sr(n)I is given by:

which is identical (see (4.9)) to:

The z-transform of the number of customers in the system at the end of the service period is

given by:

(Is, (is'

From (4.12), (4.13) and (4.14), and since 4z(n)4 in), it can be shown, as shown in the analysis of

exhaustive polling systems (see for example, [Konh8OI and [Taka831) that the z-transform of the

number of customers at the end of the polling period is given by:

E[ 'v ,,() F,,(z,:'2 ,",Z,-1, (i P() ').,.l,Z) I 4.+5)

Next, we calculate the number of customers arriving to the system during the nth switch over

period of queue i, namely, during the interval Ijn),7(n)j. This is simply the compound

transform of the length of the switch over period and the number of arrivals during a slot:

R, (H P;(..)) (4.16)

From (4.1) 416) and the tact that the number of arrivals during the switch over interval is

independent of the number of customers in the system at the beginning of this interval, we get

the z-transrorm of the number of customers in the system at the end of the switch over period.
As we assumed at the heginning of this analysis, this z-transform is conditioned on the station

served during the mth service period:

V -

:.,Zz, z. Ii is served) =RIJ§ P;(Z.)) Fm(:i,~ :.4HP(.):.~ :v
1 (4.17)
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Now, let us uncondition (4.17). From the system description, It is clear that station iis
served in service period m with probability p,. Thus, the unconditioned z-tmansform of the

number in system at the end of the mtb switch over period is:

IV~I

IVI

+ P*R(H P,(Z,)).FS.(zl114 2,z,.e(iiP(,)

(jON)

Equation (4.18) expresses the z-transform of the number of customers in system at the beginning
of the m+Ist service period by the z-transform of the number of customers in the system at the
beginning of the mth service period.

Now. in the limit, when m approaches infinity, and if the system is in equilibrium, we -ek

obtain:

1 VN

+ p2,Rz P,(:.)) F(:1.e ( P.(: ~ .~

+ P'V RvFTz) (
1

:,:,..([ (.)

similarly, the conditional limiting z-transform is:

F(z,, jiis previously served) = R.(HP.(:)F(:,,:..* P(:.:....
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(4. 19b)

4.3.1 Number of Customers at Polling Instants: Mean and Variance

Following the approach used in the literature, we next compute from (4.19) the mean

and variance of the number of customers found in the system at polling instants. Let L: denoter

the number of customers at station i at polling instants. In addition, let us denote the partial

derivatives of F(z1,.z2, ,zjj as following:

a F z1, ' N ,: 1 2 ~ (4 .2 0 )

a 2F(z1,z2. :At
f(io) = ~zN)ij1 ,, (4.21)

where z is the vector of the z,'s, namely, =(zP,..",ZN), and I (when applicable) corresponds

to the vector (1, 1, 4,I) Similarly, we define fAi 1k) and fli~j 1k) to be the corresponding mea-

ures, conditioning on the station (k) served during the previous cycle:

8F(l,z, zv k)

Using this notation, then:

E!L,1 () Var[L,1 f(i, i) + EIL1 -EL 112  (4.22)

In appendix A we differentiate (4.19) with respect to the :,'s to calculate the terms

f~i)i=1,, N.This yields a set of N linear equations, of the form:

AAj p, + '~~- (4.23)

The solution of this equation set is shown (in Appendix A) to be: p

EIL,1 =1(i) '2(4.24)

P, -
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which is the expected length of queue j at polling instants.

Comparing this result to the expected queue length in the regular exhaustive polling sys-

tern, we note that when p, a IIN for all i, the above expression becomes:

Il~~~~~~~~~L,1 = fli} = 1.-' s,. ,""''"_..

which is identical to the expected queue length at polling instants in the cyclic-polling exhaustive

system.

In the case of symmetric system, i.e., when all the stations are identical, we have:
I

pl=j , p.--- , r,= r i-1, 2, .-,N..

so (4.24) becomes:

E1L, AA- -) (4.25)I. -N#.

This is the expected value of the queue length at polling instants for the case of symmetric sta-

tions. The reader may note that this value is identical to the expected queue length (at polling

instants where the stations are symmetric) in a cyclically exhaustive polling system (see for

example [Taka831).

The computation of f(i,i) is more complicated than that of f(i). In appendix A we

differentiate (4.19) twice with respect to the z, 's. This yields a set of V linear equations that can Sep

be solved by numerical methods. When the switch over period and the arrival process are

assumed to be identical for all stations, this set becomes:

f(j,k) a"blf(jl+flkl'cfli) d[fi,jl fli,k)] f(j,k) dlfli,i).p,"

+ (a+bjf(j)+d(k)I).p + (o+b1f(k)+df(j)I)p, ~ (4.26a)
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-2Aa +r(o'-i4+2b1(4)+ (-'a- +c)f(i)+f(i.i)+2df(i,i)+ dlf(i,i)}-p,
1 -1

+ P, a +r(a 2-) (4.26b)

Where the terms a, b, c, and d are defined in the appendix.

In the case of fully symmetric stations (namely, in a system where in addition to sym-

metric arrival process and symmetric switch over periods also the p,'.q are identical for all sta-

tionh) (4.28a) and (4.26b) can be solved (see appendix A) analytically. This yields the following
solution for f(i,i), imi, N

_,aN( IAl + o~r~i -lV+ 1)u+(2N-hs9l Nrafi -ul
I1-Nis (I -Nu)2  1-Nu

+N 2 rU2( 1-1,1 + Nr2g2(N-)11-Au (4.27)
(I-_Nj) 2  (I -Np) 2

From (4.22) and (4.27) we can now calculate the second moment and the variance of the

number of customers at polling instants:

EI{2'uz-N(l -ul + a2rMI-bN+lu+(2N-hM' (4.28)
1-NIp (I NsA)2

tV2r2,s2f1 _,U)2  
______+ + NrYu(N-1)(I-ul

(I -NI) 2  (I1-Njp) 2

Var(L,1 = u2 V1 u + o2rN1jN+1)A+12N-)u1 Nr2u(N-1111-ul (4.29)I -NA (I1-Np) 2  I _,N,) 2

4.4 Exhaustive Systems Service 4'me, Intervisit Time and Cycle Time

In this section we calculate the length of the different periods observed in the system. Let
us define as the service period of queue i, 5S, the period at which queue i is served. The intervigit

period of queue i, i,, is defined to be the period in between two consecutive services of queue i. A
cycle of queue i, C, consists of a service period followed by an intervisit period. The length of a
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service period, S, is given by r,(m)-X,(m), the length of an intervisit Period is given by

7,(m)-r,(m), and the length of the cycle is given by 7(m)-.,(m). These measures are called the

sertrice time, the intervisit time, and the cycle time, respectively. In addition we define:

S,(z) I(),El(IvuIj C'(z)

It is easy to realize that the cyclic behavior of our system is very similar to that of the

system where the queues are served in cyclic fashion (polli g system). In both systems a service

period of queue i is followed by an intervisit period of queue i, and this is followed by a se-x c

period of queue i. The only difference between the sys~ems is the specific behavior during the
periods. For this reason, it is rather natural for Us to follow, in the sequel, the approach used in

[Taka83J to analyze the cycle time of the polling system.

To analyze the service time of queue i we recall (4.9). This can be rewritten as:

Elie()}~(~ (4.30)

where 191z) is given in (4.8). Now, using (4.10) and (4.30) it is easy to derive the expected value

and the variance of 5, in terms of the expected value and variance of L::

EJSJ -Ejr,(m)-.4,(m)I EIL.'J@ "(1) (4.3 1a)

VarjSj= Vsrjr,(m)-r(m)I LI + ~4EL1(4.3 1b)

Now, using (4.24) we get:

EJSJ =v (4.32a)

N
UP, ~r

In the case of symmetric stations we have:

E .W (4.33a)

_________ a~l -Nu+(N-1 1A2  Nr 2y-( N-1I t! -IVar(S.J - (I I)2 6uNj1Ul + +r~! (1)~ 2 (-u 2  ](4.33b)
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- Next we calculate the intervisit time of queue i. To do so we relate the number of customer
found at queue i when it is polled (namely, at time .4(m)) to the length of the previous intervisit
period. This relation is:

= (,(z (4.34)

From (4.34) it is easy to Band (see [Taka831) the expected value and the variance of I,:

EILj - AE1IJ Var[L,1 jis.Vor(I5I+a.E11 j (4.35)

and substituting (4.24) in (4.35) we get:

E!II= Va(I,] .~i.. -10 E uj~ P,r,]

In the case of symmetric stations we get:

EIJ Nr(1 -al ________(I- + NroffN-11 + Nr fN-I-ul 4.7

I -Nu. I -Nju (I -NIA) (I -NA) 2  (.7

Lastly we calculate the length of the cycle time. The expected value of the cycle time of ~
queue i is simply the sum of the appropriate expected service time and the expected intervisit -

time (even though these variables are not independent):

EICJ - EIS.I+Elij - (4.38)

The computation of Var[Cj is more difficult. This can be done by relating the length of the cycle
time to the length of the intervisit time and to ejz). In [Taka83I it is shown that these are
related as following:

C.(z = ,[9'(4) (4.39)

From (4.39) it is now easy to cal.ulate Var[C~j:

eT14+ -1) E p)r,

Var[CJI IV 1L + '1(4.40)

P. r i
In the case of symmetric stations we have:
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EIJ Nr at. N62 + N-QINr2 + NA2 cr(.1
1T--o 1 -,w L I-No (i -Nu) 2  (~u2

4.5 Exhaustive Systemt Number of Customers at Arbitrary Times and Waiting Times

Let us define Q,(z) to be the &.transform of the number Of Customers found at queue iat

arbitrary times:

This &-transform can be computed as the time average of zL4t over the average cycle time:

E[ Lt)

Qz E i7 ,(m) -zm)I 4.2

where the denominator is the expected length of the cycle time (given by (4.41)).

To calculate the numerator of (4.42) we divide the sum to two parts. one corresponds to

the service period and the other corresponds to the intervisit period:

The expected value of the first sum is shown in ITaka83I to be:

The expected value of the second sum is shown in [TakaS3I to be:

i-P z (4.44)

Thus, from (4.42), (4.43) and (4.44) we get:
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Q,-= N ' F-,(z)-, 1-F,(z)]
IV +I (4.45)

To evaluate the expected value of L, we differentiate (4.45). This yields:

" a ~~~r ,(-I1 - ' L -4 #2N"

jz )-i = {.J 2A2 (4.46)

a zF,(z)-' 1 ,,EjL,,' + fL, + E1I(L,'1-1 .

=" -7 -(4.47):::: :', -
a:Lz-P)J 2(1 -is,)2  2 2(1-;&,)

From (4.46), (4.47) and the expected cycle length we get:

FAL,] = EI I -,, , ..(4.48)
2B l 2~ 1 -1A, ju

In the case of identical stations, we use (4.24) and (4.28) to get:

I - 62p + o + Nrut1-) + (N-1) ris]
1-Np 1-Np(4.49).- Lr I -N/s I -Ns I -N#Ju"''.

Next we calculate the waiting times and system times observed in the system. Let C, be

an arbitrary customer. Recalling that customers arrive to the system in bulks, we realize that -'"

the waiting time of C, consists of the sum of two independent random variables:

1. The waiting time of the first customer in the bulk in which C, arrives.

2. The service time of all the customers which arrive together with C, (the same bulk) and
which are served ahead of C.

Let W, denote the waiting time (excluding service time) of the first customer served in a

bulk (for a bulk that arrives to queue i) and let W,(z) be the z-transform of W,. Let V, be the

number of customers which arrive together with C, to queue i (in the same bulk) and which are

served before C,, and let V,(z) be the z-transform of V,. Let T, denote the system time (waiting

time plus service time) of an arbitrary tustomer, and Tlz) denote the z-transform of T,.
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From the description given above, and since the service time of every customer is one

unit of time, it is clear that the z-transform of the system time observed by arbitrary customers

at queue t is: S

T,(z) - z.w,(z),v,(z) . -.
T,(--) :.--.-P

It is straight forward to calculate V,(z) from the z-transform of the bulk size, P(z), and 3
from its first moment, js,. This is shown in [Taka831 to be:

A -P,(z)VP ) = - (4.50)"
APl. -Z)

3

Also in [Taka831 it is shown that in an exhaustive system W,(z) can be calculated from

the z-transform of the idle period length, L,(z), and from the expected cycle length, E CJ, as fol-

lowing:

EIC, I z-P,(z)

In a careful examination of the derivation of this expression we realize that it was derived under

the assumption that a customer which arrived at slot i can be served at slot t. Since in our

model a customer arriving at time i can only be served at time t+l, this expression should be

corrected (for our model) to:

P(Z) EIC J -P,) (4.1).-

Since this result does not depend on the specific order of service selected by the server (in

[Taka831 it is cyclic order, and here it is random order) and only depends on the fact that the

service is exhaustive, we can apply it to our system. Thus using (4.38) and (4.10) we get W(z) in

terms of 1(z) and the system parameters:

1 P= 1(z)-i
W,(z) - P.') N ' (4.52)

p, ( -I Er"-' -".

Since 1,(z) can be calculated from F,(z), this equation actually expresses W(z) in terms of F,(z).

Now, to calculate the expected system time of an arbitrary customer which arrives to

queue i, we can either differentiate z-W,(z).V,(z) with respect to z and evaluate at :=1, or to

apply Little's result [Litt6i to (4.48) and (4.49). Selecting the second approach, we finally get

the expected waiting time for an arbitrary customer arriving to queue i:
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lTj E W1 I{,+}I + IL J (4.53)

'U, 2,s,EIL,1 2ju, I-A, A

which in the case of symmetric stations becomes:

tT, i=.. 1 + (4.54) -
2 1 r (I -Nu) I-Nu I-NJ

4.6 Random-Polling Gated-Service Policy

The service policy considered in this section is the random-polling gated-sertrice policy.

According to this policy, when the server polls station i, it serves only the customers found at

queue i at the polling instant. Customers who arrive to station i during the service period of this

station will not be served during that service period. Rather, they will wait and get served during

the next service period of station i.

The polling policy, for this system, is the same as considered in the previous model,

namely, a random polling policy. Thus, at a given polling instant, station i is polled with proba-

bility p,.

The system model, as in the previous sections. is a discrete time model, and the arrival
process is the same as in the previous model. The service time of a customer equals, as before,

the length of a time slot. Due to the similarity of this model to the exhaustive model we keep our .

notation the same.

Like in the analysis of the exhaustive system, the key of this analysis is the z-transform
of the number of customers found in the system at the end of a switch-over period. This is - -

F.(z,z2, ,'N), as defined in (4.3).

For the gated policy the length of the service period of station i, is simply the number of

customers found in queue i at the polling instant:

r, ,(m)- m,) = L,(z,(m)) (4.55) .

Thus, the z-transform of the number of customers arriving during this period is given by:

E[r p ' " " rl N
El HP,.Z,)}' ' mi;4II] = E[ H{.:lL.'m (4.561
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Thus, (4.17) in replaced by:

F-t(Z'IZ2 , ,zN ji is served) R,( flZ) F.z~2 .. Z- P,(z )'Z+.1,-ZN)
j-I (4.57)

and (4.19a) and (4.19b) are replaced by:

*~l~2 zV) - pl. R, (fP,(z,)))F( Hj P,(z,),z,z.,",N

IV N

F~z,--,zv J i prl served) F,(I , H(Z),Fz3 ,,ZN).,,, lP(Z)Z+,*,V

+ pNR~j~H P(z,) F~ 1 ,z,,z5 ", P,(,))(4.59a)

f~j 1i) i~(j (459b

NN.

Tzi, eqaion is proly servpendx B toH~z).~z~ 2 .. z 1 [yield:...l".

EI~j AA(4.61b)

diheentiatin forb) eve ge thetomewiseta:qutos

f~i i) =ruu~f~) (4592
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EIL" - . - - .

which is identical to the equivalent expression in the gated system where the polling is done in a

cyclic fashion. In the case of fully symmetric stations E[/,1' in:

N

EtL, J) .2 Nv
£ t L J - M -1 - a.4. 6 2

To Bnd the variance of L. we differentiate (4.58b) twice. This gives the following equa-

tion set:

f(j,k Ii) - U U2(
6 + r2 ) + r, j). rp2lk)+ f(i)dp'2r l)+ flj,k)""'

f(j,J Ii) =- "(6,:+ r2) r,(. 2 u-,)+2r,u,!(j)+f(i)[o, 2 (2r, + )l-

+ fij~j) +2.j(i,j} +. pf(i. i) iylj (4.63b) "''''

f(j,k 1j) .- . .A{6j+ r,2)+ rsf(k)+f(j)is)is(2r, + I)+,f(j,k)+ d(j,j) --. _

: y~~~i (4.63) . ...

f(j Ij) S Mp( ,+52)+r,(o,:-..)+f(j)'- 2 ,+,,2 (2r, + I)J, +,f(j,j) (4.63d)

Now, considering the following relations,

f(j,k) = p' fljk i")

then we have a set of jN' linear equations that can be solved by numerical methods to yield the

solution of f(z.:) for i=l,2,.-,N.

In appendix B we solve this set of equations for the case of symmetric stations. The solu-

tion is:

L7 r.Vfl-(,V-lrl + F-r 2 ),NVu + (u#2rl.*V'2 ' 2
•Ii +ju)1 I _Nj)2 10)(1 - NO (I +A)l I -Nu )2 -::'i

! .
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1ANr A2N, (4.641 -"
(I + p)(-Np) (1+U)(1-N,)

2 (

Now, using (4.62), (4.64) and the relation

Var(L11

we get:

Var[L a+,N~l-llul + +N-lnu1.1• , (I + p(I-N ) (I + )(lN ) 1+#)lN pl • "

This is the variance of the number of customers found in queue i at polling instants.

Now, that we have calculated the first two moments of the number of customers found

in the system at polling instants we can calculate the cycle time, the number of customers found

in the system at arbitrary moments and the waiting times.

Before we start the analysis, it should be noted that the cycle analysis of this system is

independent of the polling order. This means that the way by which the variable representing

the cycle time is related to the variable represting the number of customers found in the the sys.

tein at polling instants is independent of the polling order. Thus. the cycle analysis of the cyclic.

polling gated-service system and the cycle analysis of the random-polling gated-service system

should be the same. For this reason, in the following analysis we can use most of the results

derived in the literature for the discrete time cyclic-polling gated-service system.

To calculate the cycle time we note that in a gated system the z-transform of the cycle

length is related to the z.transform of the number of customers found in queue i at pollingtt o-

instants as following:

F,(z) C,[P.(z) (4.66)

Thus, we can immediately calculate the mean and the variance of the cycle ttme:

E p, r,".."

=IcE1 = , (4.67)

and:

VarL,1 E1LIo.,
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which, in the symmetric case becomes:

N62 + VNo2 r + _(N-l)N 2  (.8
01+u)(1-AP) (+pu)(1-NIA) 2  (I1+#)(I-j)

Next we calculate the z-transform or the Dumber of customers found in queue i at arbi-

trary moments. To do so, we borrow the following two relations from the analysis of the cyclic.

polling gated-service systems (see (Taka831 for the derivation of these relations):

Q() (4.6()Ii(z ___)_

El C P,( -z I -PPf)

and:

EIL - (1u)tL'I '(4.70)

2E1Ll 21A,

From (4.70) we can now calculate the expected value of the number of customers round in queue

i at arbitrary moments. For a symmetric system this value is:

E1L- r 2(1 -NA) 2(1 -N#) 21-NIA) #.

To calculate the waiting time in the system, we recall from the cyclic-polling gated-

service system that the 2-transrfom of the waiting time (W,(z)) of the first customer in a bulk

can be calculated from the z-transform of the cycle length (C(z) and from the z-transform of

the number of customers (F,(z)) found in queue i at polling instants. The expression calculated in

[Taka83I is:

E1CC. (z -P.(z))

which after the correction for our model (see comment with respect to equation (4.10)) becomes:

W1 z)- :f'(:-;() (4.72)
P,(z) EIC1 J.(z-P,(z))

from which the expected waiting time of a first customer in a bulk can easily be calculated.

Now, let us calculate the expected system time of an arbitrary customer. We recall from.

the analysis of the exhaustive system that the waiting time of an arbitrary customer consists of .

the sum of two variables: W$', the waiting time of the first customer in a bulk and V,, the

number of customer who arrive with the (arbitrary) tagged customer in the same bulk and

served ahead of him. The expected value of the system time (E TI) can be found by calculating
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EJWJ from 14.67) and calculating EIVJ from 14.50) (recall that V(.-) as just a property of the

arrival process and not of the service policy). We, instead, choose to use Little's result and apply

it to (4.71). Thus, the system time of am arbitrary customer in a symmetric system is:

EITI - 4 o2  ' Nr(l~uI ( N-lit
2r 2p4 I1-Nii) 2(1 -NM) 2(1 -No) (.3

4.7 Random-PolIing Non-Exhaustive Service Poliey

The service policy considered in this section is the random-polling non-ezhauulwve policy.

According to this policy, when the server polls station i, it serves only one customer from queue

The polling policy, for this system. is the same as considered in the previous models,

namely, a random polling policy. Thus, at a given polling instant. station i is polled with proba-

bility p,.

The system model, as before, is a discrete time model, and the arrival process is the same

as in the previous models. The service time of a customer equals, as before, the length of a time

slot. Most of the notations, from the previous sections, are kept the same, unless explicitly

stated.

Like in the previous analysis the key of this analysis is the z-transform of the number of

customers found in the system at polling instants. This is Fjzr1 . , - ,z-), as defined in (4.3).

To express F..,(z1 ,z2, .v) in terms of Fq(:,,:,, - :N), we condition

F..I~,, * 2 *z,) on the station polled during the mth cycle. This expression is the following:

*~,2 ,zv i is served R, -RfP,(z4(,(:))-[- 1 ~ 2

.0. (4.74)

Where FzO N)is F(zi,z., ,.)where the ith element equals zero. The first term of
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this expression represents the situation where queue i is not empty when polled, so queue j

"builds up" during the service slot, by a factor or P,(z), and one customer is removed from the

ith buffer. The second term represents the situation where queue i is empty when polled, so no

service period follows this polling instant. In both terms the factor R, fHP,(z,)J represents the

queueing build up during the switch-over period prior to the m+lst polling instant. "..- -

From (4.74), and under equilibrium conditions, we get the following relation: -

F(Z1,Z2,. N) -

p1'R1 (n P,(z,)).[f Pz).-iz,.+ . 2 i~.i~2
1,-i

+ p 2 R2  P(z,)) • ( P,(z,)) F(z,:, ,zN) + (1 P(z,) F(O,z,"-,zN)"

+ (4...)

+PNvRNv rIP, Jz,)) " i P, jz,) .Fiz1 ,z2,, ,z-' + i--fPzFiz 2 .. :.OJ(4.75)..''

ZN 1"

In the following we are interested in analyzing a fully symmetric system. Assuming symmetry,

and substituting z1=2= "  ZN=Z in (4.75) we get:

.( ,-,",,) -' R((P )') "I{ z)Nr'z,z,-".'z)+R({P(z)yJ).( l - I -).p o,z,,,.-.,)(4.7e)

where we have used the observation that F(o,,,..-,-(,,,--,)=-F(,,,,o)due to

symmetry. From (4.76) we have:

F(zz,."',z) .R Ptz)}N[f(PZ)N 'F(O'z."."" (4,77)

Next, we substitute into (4. 5) z, -z and z 2 z 3 -- m 1-,. Tbis yields:

'-Fiz,l,l,.--,l) = .. R(P(z).Pt) ! ,,..,) - + R(P(z)• (- . ,c).(O,1.,...,tj

N Z ] Z

+ .. 'RPz)Pz.~~,..,)+ (P))( Pz)zo.i,.)J (4.78)

where we have used the symmetry observations:
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F(O, 1, 1, 1) F(1,0, 1,"1 -1)fli, i, , - 1,o)

FO 1I) 11 Fz, 1A11,1) .. -j Fz,1, 1,,1, 1,O)

N

From (4.78) we get:

iNzTRtP(i)J'P(z)4(I+ i)zj N 7 R PI)j PP) f14(N- 1)

Our next step is to calculate the probability that an arbitrary queue is empty at polling

instants. This probability is given by:

fo FOlI**1

In appendix C we use (4.77) to calculate 10. This is round to be:

10= -N-r (8-0)

Next we calculate the expected queue length at polling instants. To do so, we use two

simple relations. The first relation is:

N- (4.81)

This relation simply states that (at polling instants) the expected number of customers in the

whole system is N times the expecttd number of customers in queue i(i-1,2,"-,N). This obser-

vation is true due to symmetry. The second relation is: .-

aF(O.z,:.~.Ij -(-)O~....I (4.82) '

which is also true due to symmetry.

For convenience let us introduce additional notation:

a a FIZ.O.I..1Il

Now we differentiate (4.77) and (4.79) with respect to z and evaluate the derivative at

z-1. Differentiating (4.77) and using (4.82) we show in appendix C that:
____z._z_1 (,V-l00 -NV Nra V___4____ Ntu,.-

Iat lp l- Nrju 2(1 -N)( -Nit -Nris) 2(1 -NIA-Nru) (483

Differentiating (4.79) with respect to z, evaluating the derivative at :=I and using (4.82) we
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* show in appendix C that:

+N- 2 u(l -NU)(62-r 2) -2Nrp12+ (C2uN) (.4

2(1 -Ni)( -Ngs - Nrs) (.4

Now, using (4.81) we equate (4.83) to (4.84) and solve (see appendix C) for fl:

fi 21 - ~s)(4.85)

Substituting (4.85) back into (4.83) we finally get an expression for the expected queue length at

polling instants:

8F .11~.1 -(-i)o 2 ur+ r + Ns9 (4.86)
8 l~ 2(1 -N# - Nris) 2(1- Ni)( - NjA- Nris) 2(1 -Nis- Nti) 2

Having calculated the expected queue length of queue i at polling instants, we next cal-
culate the expected queue length of queue i right after a customers left this queue. Let us
denote:

G ,* EIL,( service completion time at queue i )I

First, since the queue chosen to be polled at a given polling instant is independent of the system

status, it is clear that:

LIL( service starting time at queue i )J= ff ..o1

Second, we have:

G, E!L,( service starting time at queue i)I+;&-

Thus. from these two relations and from (4.80) and (4.86) we get:

fN-lI(a 2+u)I I-No) 17

2Nis(1 -Nis -Nris) 2NIs(I -Ni- IWOi

+ u2 2  +.. -u(4.87)
(1Nis -NrIA) 2 r 2 N

Which is the expected queue length at station i right after a customer left this station.
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Next, using G,, we calculate the system time (waiting time plus service time) of an arbi-

trary customer. Let us recall that T, denotes the system time of an arbitrary customer when the

system is in equilibrium. To calculate EIT, we investigate the number of customers left in queue

i behind a tagged customer, let say C,. These customers are of two types:

a. Customers which arrived together with C, (in the same bulk) but were queued behind

C,

in. Customers arrived to queue i during the system time of Cr

Let V, be the number of customers arriving to queue i together with C, (the same bulk) -

but queued behind C,, then the following relation is a direct result of the above observation:

G, - EV, l+.EjlTj (4.88)

In appendix C we show that for symmetric stations

E Vj 0; +J _0 (4.89)

Thus, substituting (4.89) and (4.87) into (4.88) we finally get the expected waiting time in the

system:

2 & NrNN---

+ (-r + Nbu(4.90)
2(1 -Njs-Nr-) 2( l-NI- Nr -)

4.7.1 The Probabillty of an Empty Buffer

An important property of a queueing system is the times at which the system is empty.

In this sub-section we are interested in calculating the probability that a buffer is empty at some

specific instants.

In the analysis done above we have calculated the probability that a buffer is empty at

polling instants. This probability is given by:

Pr( queue i is empty at polling instants a- F(O,,I,,) - 1-NI-N V,
INM

From this measure it is now easy to calculate the probability that a buffer is empty at

switch-over times. A switch-over time is the instant at which a switch-over period starts. Thus,

the mth switch-over time is denoted by 1(m).
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Let us recall that X,(1) denotes the number of customers arriving to queue i at time t,

and that P,(z) is the %-transform of X,(9). In addition, let us denote by *0 the probability that

buffer i is empty at switch-over times:

so - PrL,((m)) -0 i-,2,...,N

Since every polling instant I the end of a switch-over period, the probability that buffer

i is empty at a polling instant is related to the probability that this buffer is empty at the begin.

ning of the preceding switch-over period as following:

PrIL,(lm)) - 0 i m), I(m)] - PrIL,(.m)) - 01" ji PrX,(t) - o) (4.91)
t =got)+ I

Now, since the arrival process to station i is independent of t, and since in the symmetric case it

is also independent of i we can use the following notation:

zo PrXt) - 01

Thus (4.91) becomes: "

PrjL,(jm)) 0 1 .m), I m)- PL,(4m) - 01 3 o '-

or:

Pr[L,(jm)) - 01 Pr[L,(dm)) -= 0R(zo) (4.92)

and finally, from (4.92) and (4.80) we have the probability that a buffer is empty at an arbitrary

switch-over instant:

I -Nu -Nra
Pri queue i is empty at switch-over instants -(Ij-Ns'R(zo) (-

(I N~sR~r3 ),. "- -

4.8 Compaison of the Results and Discussion

In this section we compare the results derived in the previous sections for the expected

system time in the different systems. These results are also compared to the expected delay

observed in the equivalent cyclic-polling systems.
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used in fTakaS31. For this reason the results derived in fTaka83J for the waiting time can be

interpreted, in our model, as the system time. Thus, in the following, we will recall the results
derived in [Taka83i for the waiting time in the different systems, and use them as they were the

system time under our model.

Considering the cyclic polling system (in a discrete model, identical to our model), we

recall that the expected waiting time (see Takag3J) is:
04 + .V-dI.-0.

2r 2,ul(I-Nos) 2(1 -N ji)

The expected waiting time in the cyclic polling system under gated service policy is:

+ 2 + rlu
2r 2( -i) 2(1 -N)

Considering the non-exhaustive cycling-polling policy with at most one customer served

in 3 service period, we do not know about aay previous study that considereA a discrete time
model. Thus the result for this type of system is not available for comparison.

These results and the results derived in this chapter are presented in table 1.

Comparing the system time in the cyclic polling systems to the waiting time in the ran-

dom polling systems we realize that for both systems where the comparison is applicable (exhaus.

tive and gated) the delay of the random system is greater by a term of:

This observation is quite intuitive since we expect the delay in the random polling system to be

higher due to the random behavior of the server Note, also. that when the number of stations is

N , then the delay in the random system is identical to the delay in the cyclic system.

Comparing the exhaustive service to the gated service (in both types of polling methods)

we realize that the expected delay in the gated system is higher. Again, the difference in perfor-

mance between the exhaustive scheme to the gated scheme is the same for both types of polling

methods.

Looking at stability conditions, we see that both the gated system and the exhaustive

system are stable (under both types of polling methods) as long as N <1. On the other hand,

the non-exhaustive scheme is stable only as long as sV(l+r)<m. This result is also intuitive

since at least one switch over period (whose expected length is r) is associated with every
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Polling Method Cyclic Random

Service Method

Exhaustiver

6b2 __ -

L_ +2 Y2+

2r 2141 -NO4 r 2MU(1-NIP)

+ ,rl -it) Nrf I u I .(.J&..r
211i- Nj) 2(1 -Naj) 2(1 -NA)

Gated

-+ __62 q2_

2r 2pj(I -Vi) 2r 2A(41- NA)

+Nrfl+m) Nr(I +g I (N-hlr

______________2__1 -NO__2__(1________________

Non Exhaustive
not available

+ +~.iNU
'2p(l -,V~-Nru) 2(1 - Nju-Nrpj)

+

Table 4.1: the expected system time in the different systems
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CHAPTER 5

An Analysis of the Exhaustive Slotted ALOHA System| r,
In this chapter we study the queueing behavior of exhaustive slotted ALOHA, a method

which is used to control the transmission of N stations in a single channel radio environment.

The exhaustive scheme can be considered as a simple method for synchronizing the tr.,smission

of the different stations; it gains its efficiency from this synchronization. Due to the synchroniza-

tion the events in these system are strongly correlated to each other. For this reason, the system

does not lend itself to a simple analysis and approximation methods must be used. It is observed
that in certain cases that the exhaustive ALOHA system behaves similarly to the queue with

starter system; in some other cases the system behaves like the random polling system. For this

reason the results derived in chapters 2, 3 and 4 are used throughout this chapter.

5.1 Introduction and Previous Work

The (classic) ALOHA access scheme [Abra701 is a method which can be employed in
shared channel networks (e.g. in radio networks or in satellite networks). In this access scheme a

station transmits a packet as soon as the packet arrives, and packets transmitted concurrently

collide and are not received at the receiving station. Collided packets are retransmitted after a
randomly selected period of time, until they are successfully received.

The slotted ALOHA scheme [Robe721 is identical to the ALOHA scheme, but in addition,

the time axis is divided to equal length slots (each of them equals in length the transmission time

of a packet) and the stations are allowed to start transmitting only at the beginning of the time
slots. Usually, the retransmission of collided packets in the slotted ALOHA scheme is done as fol-

lows: at every slot after the collision slot, a station i who participated in the collision, will

retransmit the collided packet with probability p,. Station i will continue this procedure until the -

collided packet is successfully received.

The ALOHA scheme has been extensively studied in the past. However, most of the past

studies neglected the queueing behavior of the system by making simplistic assumptions either

about the arrival process, or about the stations' buffer size. Naturally. the main result derived
by these studies, is the throughput of the system as a function of the offered load [Abra70,

Abra73, Robe721. Several of these past studies (see [Lam74I, for example) an.dyzed the delay in
the slotted ALOHA system. However, in those studies the basic system model does not allow any

queueing behavior, so the expressions derived in these reports mainly represent retransmission (of
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a packet) delay and not any queueing delay.

The queueing analysis of ALOHA has been done mainly for very simple systems. Sidi

and Segall [Sidi,3 analyzed the expected delay in an N -2 station slotted ALOHA system. This
analysis is done under the assumptions that the arrival process to each station is a Bernoulli pro-
cess and that the stations are symmetric. The expected delay in this system is found to be:

p(1-p-q 

where p is the transmission probability used by each station to resolve' collisions, and q is the

Bernoulli arrival rate to each queue. The optimal transmission probability, p, that minimizes

this delay is:

p - -0.5q+ 0.5 I -q+0.$q2)J (5.2)p -0.5q

The ezhauetive slotted ALOHA scheme is a variation of the slotted ALOHA protocol.
According to this scheme, a station whose packet is successfully received in slot t, is granted the

exclusive right to transmit in the t+lst slot. By this mechanism, the exhaustive scheme over-

comes one of the main deficiencies of the slotted ALOHA scheme: the continuous "fight" among

the stations for every transmitted packet. Using this simple mechanism, the system takes advan-
tage of the knowledge of the system history: the behavior of all stations during the t+lst slot

depends on the channel status during the tth slot. The exhaustive scheme is called, sometimes, a
reservation scheme or, R-ALOHA. It should be noticed that the exhaustive ALOHA scheme is

based on the ability of the stations to recognize for each slot if the slot is a successful slot, a col-
lision slot, or an idle slot,

It is obvious that the behavior and the advantages of the exhaustive scheme, cannot be

studied without considering a queueing model of the system. Clearly. in a system where each of

the stations is equipped with a single buffer queue (as assumed in many of the traditional
models) the use of the exhaustive discipline will have no effect on the system performance.

For this reason, in our analysis we cannot use the simplistic model which neglects queue-
ing behavior. To understand the system behavior, and to analyze its performance, it will be

required, in this chapter. to use a queueing systems model.

'According to this model in every time slot t. a station who has a packet to transmit will
transmit with probability p.

" ~96 "'

• .. . °°'. °- .. • -o , .. ".o . . - °. .2°•., " " o ° - ° " ° . ° . °o'



S

-~~~~. - --..-- -- o

The queueing behavior of the exhaustive ALOHA system has been studied before in two
references. Lam (LamS0 studied the delay in the system by decoupling the behavior of each

queue from the behavior of the rest of the system. The decoupling is done by assuming that the
probability that a station successfully transmits in a contention slot equals to the average
throughput of the (non exhaustive) slotted ALOHA system. This assumption leads to an approxi-

mation of the delay in the system; an approximation which is relatively good for large (around
40) number of stations (as shown in[Lam8Oj) but may not approximate the system properly when
the number of stations is small. This analysis yields a small set of equations which must be

solved by numerical methods to give the expected delay in the system.

In a recently published paper, Hofri and Konheim [Hofr84 give an exact analysis of the

N-station exhaustive slotted ALOHA system. The analysis yields a set of several (relatively com-

plex) equations that must be solved by numerical methods in order to derive the expected delay
in the system.

In contrast to the previous studies the aim of the analysis done in this chapter, is to I.

derive an ezact closed form expression for the expected delay in a two-station exhaustive slotted

ALOHA system; for the N-station system we derive a heavy-traffic closed form expression
approximating the expected delay. In addition, in our analysis we will insist on deriving the
expected delay not only for systems consisting of many stations (as did[Lam8OI) but also for sys-
tems consisting of a few stations. The analysis of systems consisting of a few stations is impor-
taut for the understanding of the behavior of multihop packet radio networks. In these networks,

the local neighborhood of a given station does not necessarily consist of many stations. As a

matter of fact, if routing algorithms are used, it is reasonable to believe that every local environ-
ment consists of a few stations which have many packets to transmit. This is in contrast to the

model where in a one hop environment there are many stations, each of which transmits only a
very few packets.

It is reasonable to believe that in a system conzisting of only a few stations, the behavior
of each station is strongly correlated to the behavior of the other stations. In contrast, in a sys-

tem consisting of many stations, this correlation is much weaker. Thus, simplistic assumptions

about independence of events, which are reasonable for many station systems, may be wrong for
a system consisting of only a few stations. For this reason in the following analysis, we will

avoid, as much as we can, the use or "independence" assumptions.

The analysis done in this chapter is divided into three main parts. First, in sections 5.3,

5.4, 5.5 and 5.6 we study the behavior of a two-stat ion system. It is observed that an exhaustive

slotted ALOHA system consisting of exactly two stations possesses special properties that make

its behavior different from the behavior of the V-station system. This special behavior allows us

to derive exact expressions for the expected delay in this system. In section 5.3 we present an -

approach for analyzing the expected delay in two-station exhaustive ALOHA systems. This
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approach analyzes the system by viewing it asa queue wvith starter system, and by using the
results derived in chapters 2 and 3. In section 5.4 we analyze the expected delay in the polite

symmetric system (to be defined below). In section 5.5 we analyze the expected delay in the

noisy system (to be defined below); this analysis is dome both for symmetric and non symmetic

systems. The results derived in sections 5.4 and 5.5 are discussed in section 5.6.

The second part of this chapter, deals with the analysis of the expected delay in an N.

station system; this analysis is done in section 5.7. Here we cannot use the method used in sec-

tions 5.4 and 5.5. Instead, we suggest a heavy load approximation of the expected delay. This

approximation is achieved by viewing the system as an N-station random-polling exhaustive-

service system and by using the results derived in chapter 4.

lastly, in section 5.8 we study a two-station system where the stations are not allowed to

assume that they exist simply in a two-station system. In this case the special system behavior,

observed in sections 5.3, 5.4 and 5.5 does not hold. To analyze the system, we use the results

derived in sections 5.4 and 5.5 as a low load approximation and the results derived in section 5.7

as a heavy load approximation. These approximations are compared to simulation results, and

shown to be good approximations.

5.2 Model Description

The system considered in this chapter consists or N stations (for some of the analysis we

will assume N=2) which transmit packets of fixed length to each other. The transmission

medium considered is a single radio channel. In this medium, if the transmissions of two (or

more) stations overlap all transmitted packets get garbled, and we say that the packets collided

(or, a collision occurred). Therefore, a transmission of a packet from station i to station , is

successful if and only if no other station's transmission overlaps it.

The model considered is a discrete time model: time is slotted with the slot size equal to

the service time of a fixed length packet, which. without loss of generality. we assume to be

unity. The time interval (t-l,t) is called the Lth slot. It is assumed that a packet which arrives

during the tth slot may be served in the tth slot, i.e.. it is assumed that packets arrive at the

beginning of the slot (this is called the early arrival model (Klei4/I. A slot in which exactly one

station transmits is called a successful slot. A slot in which two or more stations transmit is

called a collision slot (or, a conflict). A slot in which no station transmits is called an idle slot.

It is assumed that each of the stations can recognize for each slot if the slot is a successful slot, a

collision slot or an idle slot.

.....-..-.....
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The arrival process to station i (i-,2,...,N) is an independent Bernoulli process with

parameter q,. Thus, the number of packets arriving at station i at slot I is given by:

Pr j # of packets arriving at station i at slot - /j -I k , k-I

k>1 ... '

Packets which arrive to a given station, are transmitted from this station according to a Arst- r
come first-served order. Each station is equipped with an infinite buffer queue to store the pack- -.

ets which have not been transmitted yet.

The access scheme studied in this chapter is the exhaustive slotted ALOHA scheme; this

scheme will be compared to slotted ALOHA which we must first describe. Slotted ALOHA is a

method for resolving conflicts by probabilistic means. According to this method, a station, say i,

which is involved in a collision (namely, transmitted a packet which collided with another

packet) will continue trying to transmit the packet. To avoid an eternal deadlock, this station

will not transmit in any slot succeeding the collision slot. Rather, in any of the succeeding slots

the station will transmit with probability p, and stay quiet with probability 1-p,. The station

will continue this collision resolution scheme until its packet gets successfully transmitted. p, the

probability for transmission of a packet in any slot succeeding 3 collision, is called the tranemis-

sion probability. We assume that the transmission propagation is instantaneous. Thus, at the

end of the tth slot, all stations know what was the status of the channel (successful transmission,

idle or collision) in the ttb slot. In addition, it is a5.umed that the channel is error free and

instantaneous and free acknowledgements are assumed.

The ezhaustive slotted ALOHA protocol (which is sometimes called R-ALOHA) is the

same as slotted ALOHA scheme with an additional property. According to this method, a sta-

tion, say i, who successfully transmits in the tth slot, is granted the exclusive fight to transmit in

the t+1st slot. This means that all other stations stay silent in the 1+1st slot, letting station i

transmit with no interruption. Therefore, according to this scheme, once station i has success-

fully transmitted a packet it continues transmitting until its buffer is completely ezausted.

It is obvious that in this protocol some additional means are required to signal the other

stations when station i finishes transmitting. One way to indicate an end of transmission is just

by not transmitting. The idle slot succeeding the transmission period of station i signals the

other stations that station i has no more packets to send. Another method, and this is the

method considered in this analysis, is to use an end-of.uae flag. According to this method, the

last bit of every packet sent by station i is devoted to notifying the other stations it station i

intends to use the channel on the next slot.

* ° . .
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Three types of periods, classified according to the channel activity, are distinguished in

this system: .

1. Tranemission period: this period consists of a sequence of successful slots, all of them

from the same station. The last packet in such a sequence has the end-of-use lag turned
On. -,

I

2. Idle period: a period in which none of the stations has any packet to transmit, and the
channel is idle.

3. Contention period: During this period there exist some (at least one) stations who wish

to transmit, but none of the slots, due to collisions, is successful. Due to the probabilistic

behavior of the ALOHA scheme, it is clear that some of the slots in a contention period

may be idle (all the stations involved in the conflict stay quiet) while the other slots in

the period must be collisions.

From this classification we conclude that:

A transmission period may be followed either by another transmission period (if station i
transmits end-of-use flag in the tth slot and some station j successfully transmits in the

t+lst slot), or by an idle period (empty system), or by a contention period.

2. An idle period may be followed either by a transmission period or by a contention

period.

3. A contention period is always followed by a transmission period.

Exhaustive slotted ALOHA schemes may differ from each other by the specific conflict

resolution protocol used during the contention period. In the following we consider two basic
schemes:

1. Polite ALOHA conflict resolution protocol with transmission probabilities p . -'p..

According to this method, if station i wants to transmit, and if the channel is not

currently exhausting any other station's buffer (namely, this is not a transmission

period), then station i (i=1,2, .. ,N) will transmit with probability p,

2. Noisy ALOHA conflict resolution protocol transmission probabilities P1 ,P2 ,,P."

According to this method, a station, say i, who wishes to transmit following an idle

period or following a transmission period, will transmit with probability 1. If this
transmission is successful, then station i is already in a transmission period. Otherwise,

station i collided with other stations, and now it will transmit, in every slot, with proba-
bility p, The ith station will continue to transmit with probability p, until one of the

competing stations wins the conflict and starts a transmission period. At the end of this

100
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transmission period, alle the stations who wish to transmit will again become "noisy"

(transmit with probability 1) and then the algorithm repeats.

5.3 An Approach for the Two Station Case: The Queue with Starter

An exhaustive ALOHA system which consists of exactly two stations possesses a very

important property: When station i (i-1,2) stops transmitting, declaring, by the end-of-use .

flag that it has no more packets to send, then the other station can use the next slot without any

interruption. Thus, in a two-station exhaustive ALOHA scheme, a transmission period of station

1 will be followed by a transmission period of station 2 (unless station 2 has nothing to transmit

when the transmission period of station 1 ends) and vice versa. Therefore, we can conclude that

in this system, once a transmission period starts, a successful transmission will be seen on the

channel until the whole system (namely both buffers) empties. Thus a contention period in the 2

station system will occur only after an idle period, which is not the case in a N-station system.

A natural approach to analyze this system is as follows: Derive the number or packets

round at queue i at an arbitrary point of time and then, from this result, derive the waiting time

at that station. However, this approach is not trivial since the behavior of one station depends

on the state of the other station.

For this reason we choose an alternative approach to calculate the expected delay We

consider the whole system as a black box and derive the expected waiting time or the total sys-

tem. We assume that the arrival stream entering the black boz system is identical to the com-

bined arrival stream entering the real system. The service time, in the black box system is

assumed to be, as in the real system, one unit of time. The server behavior, in the black box

system, is identical to the server behavior in the real system, according to the following rule: A

customer is served in the black box system if and only if a packet is successfully transmitted in

the real system. It is clear, under this "simulation" rule, that the number of customers round at

time t in the black box system must be identical to the total number of packets found at time I

in the real system. Figure 5.1 depicts the relation between the real system and the black box -.

system.

It is true that if the black box system serves the customers in a first-come first-served

fashion, and if each station in the real system serves its customers in the same manner, then the

actual delays observed in the two systems will not be identical. Nevertheless, it is obvious that,

at every moment, the total number of customers (packets) found in both systems is the same. so

the ezpected number of customers found in both systems is the same. Therefore, using the black

A station whose buffer is empty at the beginning of the contention period (i.e.. a station who
does not transmit in the "noisy slot") and which generates an arrival during the contention
period, will transmit only at the end of the following transmission period.
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BERNOULLIMq 1 1 1

BERNOLLI Mq r ~ )
COLLISION CHANNEL

(a) The real system

BERNOULLI (q) m h~

A SINGLE SERVER ..

IMMITATING THE CONTENTION
CHANNEL BEHAVIOR

(b) The black box system

Figure 5.1: The two-station ALOHA system and the corresponding black box system

box system we can easily lAnd the expected (total) number of packets found in the real system.

Moreover, since the number of customers arriving to the black box system at slot
equals the total number of packets entering the two-station ALOHA system, it is obvious that
the arrival rate in the two systems is identical. Thus, using Little's result we can conclude that
the expected system time (waiting time plus service time) of an arbitrary customer in the black
box system is identical to the expected system time of an arbitrary packet in the real system.
The use of Little's result in this case is allowed, since this result is valid for any work-conserving
system, independent of the arrival process, and independent of the service policy used in the sys-
tem. r

Let us start by analyzing the black box system. From the behavior of the real system, as
described above, the black box system will behave as follows:

1. Once the server in the black box system starts serving customers, it will continue serv-
inS, at a normal rawe of one customer per one unit of time, until the queue of this system
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becomes empty. This behavior actually corresponds to the sequence of alternating

transmission periods in the real system.

2. When the black box system becomes empty the server will stay idle as long as no custo-

mers arrive to this system. This period is the idle period of the black box system. and it

corresponds to the idle period of the real system.

3. When new customers arrive to the black box system, following an idle period, they will

not be served immediately. Rather, some time will elapse before the first of these custo-

mers will be served. This period of time, starting at the first arrival to an idle system,

and ending at the beginning of the first service slot (following the idle period)

corresponds exactly to the contention period in the real system. This is a period of time

where there are packets in the real system but no packet is transmitted (a period of time

where there are customers in the black box system but no customer is served). We call

this period, in the black box system, a warm up period (i.e., the cold start period) since %

at this time the server can be thought as "warming up" after being idle and before get-

ting ready to serve the new arriving customers.

From the above description, one can easily recognize that the black box system behaves

exactly like the queue with starter, which was analyzed in chapters 2 and 3. Thus, we will

analyze this sy.r-em by using the results reported in the analysis of the queue with starter.

From the analysis done in chapters 2 and 3 let us recall that the expected delay in a

queue with starter system can be calculated by going through the following steps:

i. Calculate the expected delay in the equivalent queue Uithout Starter.

ii. Calculate the first two moments of the start up (warm up) period.

iii. From (i) and (ii) above and the relations given in chapters 2 and 3 calculate the expected

delay in the queue with starter.

In the following we will use this approach to derive the expected delay in two different

systems:

a. A black box system which corresponds to a real system where the conflict resolution pro-

tocol is a polite exhaustive slotted ALOHA. This approach will allow us to solve only for

the case where p1  p 2-l/2 (section 5.4); for general p we will later obtain a solution

using a Markov chain approach.

b. A black box system which corresponds to a real system where the conflict resolution pro-

tocol is a noisy slotted ALOHA (section 5.5).
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5.4 Two-Station Polite Exhaustive ALOHA

In this section we study the expected delay in a symmetric tw,>-station polite exhaustive

ALOHA system. The system is analyzed under the assumption that the stations are fully sym-

metric; Thus the arrival rate for each station is q, and the transmission probability used by each

station is p. Two approaches are used to solve this system: First we use the queue with starter

approach, which allows us to solve for the expected delay in the system when p - 1/2. Second, a

Markov chain approach is used to derive the expected delay for an arbitrary p. The expressions

derived by these two methods are compared to each other and shown to be equivalent.

The importance of using the queue with starter approach to analyze the system when

pt=p 2 mll2 is twofold: 1) The transmission probabilities p1-p 2 -1/2 are known to be the

optimal transmission probabilities of a two-station ALOHA system. These are optimal in a model

where queueing is not modeled and the performance criteria is to maximize the system

throughput. 2) As we see in the following, this specific system under the assumption that

Pi =p 2 =1/2 easily lends itself to analysis, by using the queue with starter approach. Thus, the -.

(relatively simple) results derived in this analysis can be used later to verify results derived in the

analysis of the more general system.

5.4.1 A Special Case Using the Queue with Starter Approach

In the following we analyze the expected delay in an exhaustive ALOHA system where

the conflicts are resolved by the polite ALOHA conflict resolution scheme, with parameters

p-p 2 -1/ 2. As suggested above, the system will be studied by analyzing the black box system

and by using the discrete-time queue with starter results.

The queue with starter system to be studied is the following:

a. The model is a discrete timemodel, measured in units of slots.

b. Arrivals consist of the merged stream of two Bernoulli sources, each with parameter q.

c. Service times are equal to one slot.

d. Cold start periods, correspond to the contention periods in the exhaustive slotted

ALOHA system.

Let us recall that that the delay in a queue with starter can be calculated as a sum of

two random variables:

. the original delay, which is the delay suffered in the queue without starter.
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- the additional delay, an additional delay which is due to the presence of a starter.

The first step in analyzing the queue with starter is finding the delay (system time) in

the equivalent queue without starter, i.e., the system time in the equivalent system that does not

suffer cold starts. This is a simple single server queue with arrivals as in the queue with starter,
and regular service policies (the server serves a customer whenever there is some customer in the
system). Let us analyze a discrete time single server queue where service times are one slot, and r
the number of customers arriving in any slot is taken from an arbitrary distribution. Let L(t)

denote the number of customers found in this system at time t (i.e. at the slot boundary) and let

M(z) denote the z-transform of L(t) when the system is in equilibrium, i.e.:
' Mlz) lim EI L( I]  .

Let X(t) be the number of the customers arriving to the system at slot (time) t and let:

V(.) EiEz-1 , , = EfX(t)l a2 - VarIXlI)l

I

From the system description we can relate the number of customers found in the system

at time t+I to the number of customers found in the system at time i as follows:

(L(t)+X(t+l)-I if L(t)>O
Lit+ L) = lL +X(t t+1) if L(I)-O (5.3)

From (5.3), in equilibrium we get:

31(z) =.. (,W(z)-M(O)) V(:) + .M(O). V(z)

or:

M(:) = M(O)' -(-(-l (5.4)
, - V(z)

Applying M()=-, and using L'Hospital's rule in (5.4), we get:

M(O) =1 - ,

Now, differentiating (5.4) with respect to z and evaluating the derivative at z-1 we get the the

known result of the expected queue length in the system (at the slot boundaries):

-M2-

EILl Mz (5.5)
dz
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Now, after analyzing a general-arrival system, recall that the arrivals to our system con-

sist of the merged stream of two independent Bernoulli sources. Thus we have:

(1-9)2  k-o
PrlX(t)-k) - 2q(l- q) k-1

2 k=-2

else

and

AS E(X(t)j =2q

- Var(X(9) - 2q(1-q) 5

V(O) - Pr(X(t)-o -(1-q)
2

So, substituting p and o2 into (5.5) we get:

£1L - q + 2 (5.6)

1-2q

Now, to find the expected delay in this system we apply Little's result:

Ej system time in the "queue without starter" + t -q (.7)2q2(1 -2q),--,.

Next, the second step in calculating the delay in the queue with starter, is to derive the
additional delay suffered in the system. Let S denote the length of a cold start and let:

=0 00a, Pr[WS=il .s(Z) VE,'. =aE ,, = ,., _ i
0 0 =0

In addition, let ' denote the expected value of the additional delay suffered by an arbitrary cus- *. .

tomer.

)
To calculate the additional delay suffered in the queue with starter one has to calculate

the first and the second moments of the cold start. We recall that the cold start in this system

corresponds to the contention period in the exhaustive slotted ALOHA system. The length of this

contention period is the number of slots from the arrival of a customer to the empty system,
until a first packet is successfully transmitted (not including the successful slot). Let us find the

probability that a slot, t, in the contention period will be a successful transmission. Clearly, this
probability depends on the number of stations who wish to transmit at time 1. There exist two
cases:

1. Only one station wishes to transmit. In this case the probability of having a successful

transmission at time t is p, and since we have p -1/2, the probability of a successful
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- ,transmission is 1/2.

2. Both stations wish to transmit (i.e., both buffers are not empty). In this case the prob- S

bility of a successful transmission is 2 p(I-p), which again, under the assumption that

p - 1/2, equals to 1/2.

From these properties it is easy to realize that independently of the number of stations

wishing to transmit, the length of the cold start is distributed as:

, 2 ; i=0,1,2,. (5.8

it is important to emphasize that the length of the cold start, in this carefully selected

case, is independent of the number-of customers arriving to the system during the contention

period (note that for p34/ 2 this property fails and thus the queue with starter approach cannot

be used to analyze the general system). Therefore, we are allowed to apply the results derived in

chapter 2 (the analysis of a queue with an independent starter). From (5.8) it is easy to derive

the z-transform and the first two moments of the cold start length:

1 1 (5.9)
2

Now that we have the first two moments of the the length of the cold start we recall

that the expected value of the additional delay suffered in the queue with starter can be calcu-

lated from these two moments and from V(O) (the probability that no customer arrives to the

system at a given slot, t). This is done using the following expression (taken from chapter 2):

25' +17 3)( - - -vm°ll""

2 + 2.7(1 - V(0))

Substituting 51. and V(0) into this equation we get the expected value of the additional delay

in the system:

2 + 21- V( 0)) = 1 (5.10)

2 + 2(1-V(o))

Note, that the additional delay in this system is always 1, independent of the arrival rate. This

property is not surprising, due to the fact that the cold start of this system is geometrically dis-

tributed, and since the geometric distribution was shown (in chapter 2) to be the eigenfunction

of the queue with starter system.
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Now, after calculating the original delay in the queue without starter, and calculating . .

the additional delay in the queue with starter, we can add them up and finally get the total

delay (system time) in our black box system:

T - El system time in the queue without starter + 2 + 2..2. (5.11)
2(1 -2q)--

Thus, we conclude that the expected system time of an arbitrary packet in the two-station polite

exhaustive slotted ALOHA system (with parameters P1 -P 2  1 /2) is:

T 2 2(1 -2q)

5.4.2 The General Symmetric Cases A Markov Chain Approach .

In section 5.4.1 we used the queue with starter approach to derive the expected delay in

a two-station polite ALOHA system where the transmission probability of the stations was

PI -P2 = 1/2. The goal of this section is to calculate the expected delay in this system for an arbi-

trary (yet symmetric) transmission probability (i.e., PI P2-P)"

The analysis method to be used in this section is a direct one: we construct the Markov

chain representing the number of packets in the system and derive from this chain the expected

number of packets and the expected delay in the system.

As in previous sections, due to symmetry in the system, our interest is in the total

number of packets found in the system. For this reason, a state in the Markov chain should

represent the total number of packets in the system. However, this representation is not

sufficient; it is also required to represent the specific state of the system. These states can be any

one of four types:

1. The system is in idle period. This state is called an idle state.

2. The system is in a contention period, and only one queue contains packets (the other

queue is empty). These states are called single.contention state#.

3. The system is in a contention period and both queues have packets. These states are

called doubte-contention states.

4. The system is in exhaustive transmission period. These states are called An exhau~tive
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tronemission *tote#.

It is esy to see that if we define the system state to be specified by the specific state
type (one of the four mentioned above) and by the number of packets in the system, we have
then formed a Markov chain.

Based on these definitions we denote the following:

co PT! system is in the idle stateI

c, ,~Pri system is in a single-contention state it packets in system

d, PrI system is in a double-contention state is packets in systemI 0,2,.

SPT! system is in an exhaustive transmission state ,i packets in system I =,,,

It is clear from the state definition that d.=0, d, =0, and eo=0.

In addition to these definitions, m, denotes the probability that there are i packets in the

system, independently of the system state:

m, Pri there are i packets in the system

so we have:

Based on this notation, let us define the z-transforms or the number of packets found in the sys-
tem:

C(z) C Z
-0

D(z)
,-2

E(z) e~z

MWz ~M'z'
=0

In addition we give notation for the probability of the events which can occur in the system:
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ao Prj no packet arrives to the system at time (I

a, Pri one packet arrives to the system at time (I

at Prf a packet arrives to queue 1, no packet arrives to queue 2, at time t9 1--

a2  Prf a packet arrives to queue 2. no packet arrives to queue 1, at time 91

#I Pr[ successful transmission at potential' contention slot [

one queue is empty and the other is not

11 Pri no successful transmission at potential contention slot .

one queue is empty and the other is not

32 PrI successful transmission at potential contention slot

I both queues are not empty I

f2 - Prj no successful transmission at potential contention slot I

both queues are not empty I

Let us recall that the arrival process to each station is an independent Bernoulli process

with parameter q, and that a busy station transmits at every contention slot with probability p.

Thus, from the notation defined above we have:

a= (1 -q) 2  a = 2q(l-q) a q-

at

a,'+a2-a, and due to symmetry: a = a 7 = q(1 -q)

St = p , f = 
! I - -p '"

*A potential contention slot is a non-idle slot which does not follow a transmission slot. In a

potential contention slot some of the stations are willing to transmit. If only one station

transmits in this slot, this is a transmission slot, otherwise it is a contention slot.
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2- 2p(l-p) 12 - '-82 - 1-2 p(I-p)

Figure 5.2 depicts this Markov chain. A state in this figure is denoted by a couple: the

first element of the couple denotes the system state type (I denotes idle, C, denotes single-

contention, C2 denotes double-contention and E denotes exhaustive transmission). The second

term in the couple denotes the number of packets in the system. Three main rows can be ...

observed in this figure. The upper row in the chain (figure 5.2a) contains the double-contention

states. The middle row contains both the idle state and the single-contention states. The lower

row contains the exhaustive transmission states.

Due to the comple ,.y of the figure we represent some of the state transitions in figure

5.2a and the others g- -,ure 5.2b. Figure 5.2a depicts all the states and the rows as described

above. In addition it depicts the transitions entering states in the double-contention row and

transitions entering states in the single-contention and idle row. Figure 5.2b depicts all the tran-

sitions entering states in the exhaustive transmission row; for the sake of clarity the double-

contention row (which is the upper row according to figure 5.2a) is shifted to the bottom of the

figure.

Using the notation defined above, our next goal is to derive the z-transform of the
number of packets in the system. First, we deal with the single-contention states, represented by

the middle row in figure (5.2a). From this figure we get the following equilibrium relations:

C, coal+claof, (S.12a)

c, C,.1a 1 + c,aod l , i - 23," (S. 12b).'."'..."

From these relations we solve for c,:

C , - • ) . = 1 ,2 , ( 5 .'3 )
I f -"-a.-

From equation (5.13) we find C(z) as follows:

C(:) = C .+14)
=0 I -aofl -alfl

Next, we deal with the double-contention states. From the Markov row we get:

d2  I co.t+ cf, + dao/2  (5.1Sa)

d, fcOa C, l + d .alf + d, a of i = 3.4. (5. 15b)

From these equations we get D(z) expressed in terms of C(.):
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C(Z) - ~~a,~ 2 aIz oa(- 1 i-? I(5.16)

Thus, the z-transform of the top row can be expressed in terms of the i-transform of the middle

row.

Last, we deal with the bottom row, representing the exhaustive transmission states. For

these states we have: -

-l (clal+czao)*,(dlsl+d2ao)-s2+(elal+e,ao) (5.17a)

e, (C.-02 + C~a1 + c1 j,oja + (d.-Ia 2+ d'a + d', 1a0)a82

+ (e,-a 2 +ea+e..1 a0 ) 23,(S. 17b)

Now taking the z-transform of these equations we Let:

00 +~e 40e,
E(z) raC(z)+sD(+E(:flf 1 +-7+a'-I - sc 0-aCI +--- -c0a~z - (5.18)

zz

Next, we use the equilibrium equation for the state (1,0). This is:

Co CO co+0 r'% (519) +el41

Equation (5.19) is now used to calculate e,: .
co

e, ao C1 01 -c0  (5.20)

Now substituting equation (5.20) into (5.18) and manipulating (5.18) further gives:

311PWz-c 01+s2D(Z)-C0(l -aO)- [P:cj-aDz)(.1
E(z) SPZ-O 02zz

z -a40 -a Iz - 42Z2

From equations (5.14), (5.18) and (5.21) it is now possible to calculate the z-transform of the

number of packets found in the system, in terms of co and the system parameters. Thi's can be

done by:

MI z) - Cj z) +D(z) +E(z) (.2

From equation (5.22) we next can solve for cc). This can be done by using the fact that the sum

of the m,e* must yield 1. Thus, we calculate co by solving the equation:

M(1) -1 (5.23)
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Due to the complex structure of this Markov chain, this job (of solving equation (5.23)
for co) is quite complicated. Thus, we are aided by a computer program to derive this solution:

Co(a-a)(o.,fl -Gfvf41+20( 40)
C o '(.5.24)% "/ -a2/f/:- "o f2- =2 + 'l/: + acf +/ 340f, -f, -2?  -;.

Now, substituting the values of a, a=, fl and f, into equation (5.24) we get:

Co 4(p -1 ) 2q -1$vgq-g -p) "- "
-2(2p'q-4p2 q3 +3pq-ql-6p3 q2 +14p ,q2 -gpq2 +2q +6p'q12pZq+6pq-p34 ;'pi 2f

Let us evaluate co for some known cases.

For q=1/2 and arbitrary p, we get c0 =O. This means that when the system is heavily

loaded (total arrival rate -o the system is one packet per one unit of time) then the pro-

bability that the system is empty, is zero.

ii. For q=0 and arbitrary p we get c0 1. This means that when the arrival rate is zero,

the system must be empty.

iii. For p -0 and p- I and for an arbitrary value of q (q#O) we have c0 =O. This is a case

where the contention period could become infinitely long, either due to too low a

transmission probability, or due to too high a transmission probability. In any of these

cases, the probability that the system is empty must be zero. r

Now, that we have the value of c., we substitute it back into M(z) (defined by equations

(5.14), (5.16) and (5 21)). Next M(z) is differentiated with respect to z, and the derivative is

evaluated at ,-1 This yields the expected value of the number of packets in the system.

Again, due to the complexity of the a-transform, this task is quite complicated (even worse than

finding co), and again we need to be aided by the computer to derive this expression. Once we

have the expression for the expected number of packets in the system we use Little's result and

divide this expression by the total arrival rate (2q) to yield tue expected system time.

The expected system time is expressed in a rational form where both the numerator and

the denominator are polynomials of p and q. Thus we have:

T ,(5.2a)
D(pq).

where: t

'Part of the algebraic manipulation required in this analysts was done by the computer program
MACSYMA.
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N(p,q) -+2pj-8p'q&+ 7p'q'-346q+ 19p29'-9pq'2q

-8psq'4 + 40p~q4 -88p 4q4 + lO8p 3qI -77pq'4. 30pq 4 -,Sq4

+ l2p9q4-72p'q3+ 161lq3 - I79p~q5 + 102p 2 qa -28pq3+2q3

-8pq 2+60p~q2-l34p'q 2+ 132p3q2-S7p 2q2+8pq 2

+ 29q -24psq +52p'q -42psq + 12p 2q

+4p6-8P4+4p3 (S.26b)

and

D(p,q) -2(1 -p)p(1 -2q)p+q-pq)-

(2p3 q'-4p2 q$+pq4-q3

-6p~q2 + 1p 2q2 -9q+q

+6p~q-12p 2 q+6pq

-2p 3 + 2p21 52c

The expression for the expected delay in the system, given in equation (5.26) is quite

complex, and does not lend itself to an easy interpretation. For this reason, testing this expres-

sion r specific cases is essential for the understanding of the system behavior, and r the

"verification" of this computer aided analysis.

When the arrival rate to the system is very low, i.e., when q-0 we have:

limNv(p,q) -4p 3(l _p2)

and:

lirnD(pq) -4p'(1 -p-)

and so we get:

This behavior has a very simple explanation: When the load is very low, each packet arrives to

an empty system and the delay it suffers is the time until it will be transmitted successfully.
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Since no collision is likely to occur in the system (no other packets are likely to arrive to the sys-
tem before it is transmitted) the delay is actually the time elapsing from the slot at which the
packet arrives, until it is first transmitted. Since, in every slot following the arrival slot, the

packet will be transmitted with probability p, the expected delay of the packet is 11p.

When the system is heavily loaded, i.e., when q-.1/2, we have:

lim N(p,q) = p(1-p)(1+p) • 3+0,-8D2 -2-"
..l,2 32

and:

lim D(p,q) - lim 2p(I -p)l I + I(L 2q)3+gp- -2p3

-2 q--/2 2 2 8 -

and so we get:

li T - lim 1 (5.28)
t- V2 r-.v2 4(1-2q)

Thus at heavy load, the delay in the system behaves as 4(1-2q) This is identical to the

behavior of the queue without starter studied in section 5.4.1. Let us recall that the queue

without starter studied in section 5.4.1 represents a single server queue where the arrival process

is identical to the arrival process in our system. Now, the explanation of this result is
- trivial: When the exhaustive ALOHA system is heavily loaded, the system spends most of the

time in the exhaustive transmission mode; in this mode of operation, the system behaves exactly
like a single server queue (no conflicts, and perfect transmissions), so the expected delay

approaches the expected delay of the single server queue.

When the transmission probability p is very small, i.e., when p-0, we have:

limN(p,q) e- q(2-q)(1-2q)
P-.0

limD(p,q) - lim2qI(2-q)(l-2q).p
P-0 0--

Thus we have:

limT - lim- L  = o0 (5..29)P-0 ,-o 2 p

Again, this result is very intuitive: For a fized arrival rate O<q<11 2 and when p--0 the major

part of the delay is due to the contention period (the queueing effects are negligible compared to p
the contention period effect). In this case, since p-0 and the arrival rate is non-zero, both
queues will be non empty during the major part or the contention period. Thus, the probability

of a successful transmission during this period behaves like 2p( I -p) which approaches 2p when

p-0. Thus the expected length of the contention period and the expected delay behave like
-p
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When the transmission probability is very high, i.e., when p-I we get a similar

behavior:

limN(p,q) - q9-2q)

and:

himD(p,q) - im 2q~fI-2q)(1-p)

so:

lim T -i 00 o (5.30)

This behavior is symmetric to the behavior at the system when p-0, and the explanation isI
similar.

The last *verification" test, is to evaluate the system delay, when p -1/2. We are able to

perform this test since the behavior of the system, under this transmission policy, was indepen-
dently studied in section 5.4.1. Evaluating the delay at p -1/2 gives:

'V(p l/2. q)- ''1je4a2-l

32

and:

(a + 1) 2 2@ -11102 -2q - I
Dip 1/2, q) -16

so:

Tip 112,) 2 +- 531 a

This expression, as expected, is identical to the expression (equation (5. 11) we derived earlier by

using the queue with starter method.

Next, we plot the expected delay in the system as (unction at the transmission probabil-

ity (p) and the arrival rate (q) arriving to one of the queues. Figure 5.3 depicts the expected

delay in the system as function of the transmission probability p. The figure contains several

curves, each of them corresponds to different arrival rate (q). Figure 5.4 depicts the expected

delay in the system as function of the single-station arrival rate q. The figure contains several

curves, each of them corresponds to a different transmission probability (p). Figure 5.5 is a three

dimensional plot, depicting the expected delay as function of both the transmission probability p

and the single-station arrival rate q.
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7 _

5.5 Two Station Noisy Exhaustive Slotted ALOHA, The Queue with Starter
Approach

In the following we analyze the expected delay in an exhaustive ALOHA system where

the conflicts are resolved according to the noiey slotted ALOHA scheme. As in the analysis of

the polite slotted ALOHA (section 5.4.1) we derive the expected delay of the two-station ALOHA

system by analyzing the black box system and using the results from the analysis of the queue

with starter. This analysis is done in two parts: First a fully symmetric system is analyzed, and

then, the results are extended to a general (non symmetric) system. Note that for the noisy pro-

tocol the queue with starter analysis carries us all the way.

5.5.1 A Fully Symmetric System

We start this analysis by studying the fully symmetric (q,-q, p,=p; i-1,2) system. Due

to the symmetry assumption, it is obvious that the only difference between this system and the

system studied in section 5.4.1 above, is the behavior of the stations during the contention

period. Thus, the original delay in the queue without starter is as reported in equation (5.7), and

what is left to be done is to derive the additional delay suffered in the system due to the cold

starts.

The behavior of an a noisy ALOHA system during the contention period can be one of

two types:

a. Right before the beginning of the contention period exactly one station is willing to

transmit (i.e., all the other stations are still idle). This station will transmit right after

the end of the idle period, and this transmission will be successful. The length of the con-

cention period. in this case is 0-

b kt !, be :gnning of the contention period more then one station is willing to transmit.

\il the-se stationi will iransmit at the first slot of the contention period, and all these

transmissiois will coll.de Following this collision slot. a station, say i, which was

,n,.oivd in the collison, will start transmitting at every slot with probability p,. This

will continue until one of the competing stations wins and successfully transmits a

packet

For our two-station system and for the corresponding black box system, we realize that

possibility (a) occurs when the first slot following an idle period, contains exactly one customer.

This corresponds to the case where the first arrival (following an idle period) to the two-station

ALOHA system consists of one packet (which arrives either to station I or to station 2). The

second possibility occurs when the first slot following an idle period in the black box system con-

sists of two customers. This corresponds to the case where the first arrival to the two-station

ALOHA system, consists of two packets: one arriving to station 1. and the other arriving to
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station 2.

From this observation it is easy to see that the length of the contention period is not

independent of the arrival process. Thus, we can no longer apply the results of the queue with

independent starter to our system. This is true, since in the analysis of the queue with indepen- - -

dent starter (chapter 2) we assumed that the length of a cold start is independent of the arrival -' "

process following the cold start.

However, checking our system more carefully we observe that the length of the conten-

tion period depends only on the number of arrivals in the slot following the idle period. If the

slot contains one customer, the length of the contention period is distributed as described in (a).

If, on the other hand, this slot contains two packets, the length of the contention period is distri-

buted according to the behavior described in (b). Therefore, this system corresponds to a queue

with starter where the cold start depends on the number of customers arriving to the system at

the beginning of a busy period. This type of a queue with starter was studied in chapter 3, and

we can apply the results derived in that chapter to find the expected delay in our system.

Let us recall the main results reported in chapter 3 with regard to the queue with starter

where the starter depends on the number of customers starting a busy period. According to

these results, in order to calculate the expected value of the additional delay suffered by an arbi-

trary customer it is not sufficient to know the first two moments of the cold start distribution.

In addition to these moments, one has also to calculate the conditional moments of the cold start

distribution.

Let us recall the notation used in chapter 3:

b Pr i a busy period starts by the arrival of k customers

S(: 1k) S(: I the busy period starts by k customers

5'1 -, EIS I the busy period starts by k customers

In chapter 3 it is shown that the expected value of the additional delay suffered by an arbitrary

customer in the queue with starter can be calculated from .7, 7. 10), 3 and b, as following:

__ V' 5', b k,2
-_______ ~h t'(O)) .. . l, (5.3.

Thus, in order to derive the additional delay suffered in our system we next calculate 8,. S(: 1k), ''

." 5~~(:), , " . S I', and 110): .'-'-r +'
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1) bt is the probability that a busy period in the queue without starter starts by the arrival of k -

customers. In our system a busy period may start either by one customer (the arrival of one

packet to an empty system) or by two customers (the simultaneous arrival of two packets to an

idle system). Thus, we can easily calculate:

2M 1-0) 2 2-2(r
2q(l-q+ q2  2-1

b2-2q(1 -q) + q 2-f

2) S(z 1k) is the &-transform of the cold start, conditioning on the number of customers starting

the contention period. Thus we have:

S(z 11) -1

I 3I2 I p z z2,(l -P)

S(z 12) Z. r [-(p 2 +(1-p) z)9-Z'=
1=0

3) S(z) can be easily calculated from the above:

SIZ) =bl*S(z lj+b 2 .Sfz 12) + .4A +-P I -
2-q (2.-q) 1-[2 Ip~.

4) '3~l and .5" can be calculated by differentiating S(z 11) and S(. 12) (respectively) with respect

to z and evaluating the derivatives at :1:

- dSj z 12) [=1 D+II-.V)' I~

712 d'-2PI 1-P) 411 -P)

.5) .' can be calculated by differentiating S(z) with respect to z and evaluating the derivative at

(2 -q0 '2p -P)

6) S7-7 can be calculated by differentiating 5(z) twice with respect to and evaluating the

derivative at zmI:
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g. 2P 2P+

dZ I 2-f 2(pI)2p2

Next, we can substitute these expressions into equation (5.32) to give the expected value of the

additional delay observed by an arbitrary customer in the system:

2p(I -plq2 +2.°p(p -P))

Now we can add the original delay observed in the system (calculated in equation (5.7)) to the

additional delay derived above and get the expected value of the total delay suffered in the sys-
tern:

T == I + .L... + '+'-Hl-)Q.Qlq 53)--
2(1 -q) 2p(i -p)fq 2+2p(l -p) (5.34)

This is the system time in the two-station exhaustive noisy ALOHA system.

Opdtilzbto. d Ow Truzmbdon PiftbEly
A

An important issue in planning access schemes is to optimally set the values of the sys-
tern parameters. In this system, it is important to set p (the symmetric transmission probability, -"

used by both stations) to minimize the expected delay. It is obvious, that in order to find the
optimal value of p, one does not have to calculate the value of the total delay. Since p affects
only the expected value of the additional delay,and since the total delay is the sum of the origi-

nal delay and the additional delay, then one can find the optimal value of p by analyzing the
expression of the additional delay.

For the sake of optimization we can substitute 2p(l -p) = z into equation (5.33), giving:

q2+zq(I- q)

z(q2 + z)

It can be seen that this expression monotonically decreases for z>o, so the minimal value of ' is

achieved for the maximal value of z ( = 2 p(i-p)). This maximum, under the constraint that

0:5p_51 is achieved when p=1/2. Thus, the optimal symmetric transmission probability is
p=1/2. This result is quite intuitive since p=1/2 is the symmetric transmission probability
which will minimize the length of the contention period.

Now, substituting p-1/2 into (5.33) we get the expected value of the additional delay %

under the optimal policy:

2q2+ q

Accordingly, the optimal system time is:
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T1  ~.+-.f- + 20+2o

2q(I -0 2q2 +I (.8

5.5.2 A Non Symmetric System

Having analyzed the fully symmetric system we next study the non symmetric system.
We assume that the arrival rate to stations I is 11 and the arrival rate to station 2 is q2 (both
arrival streams are Bernoulli independent as in the previous models). The transmission probabil-
ity used by station 1 during the conflict resolution period is pl, and the transmission probability
used by station 2 is p2.

The approach to analyze this system is identical to the one used in sub-section .5.5.1
above, and the notation to be used in the sequel is identical to the notation used in sub-section

Following the calculation in section 5.5.1 we first calculate the additional delay in the
system. This is calculated as follows:

1) The value of bt is:

=i ql+q 2-2qlq2

qI q2I q+ q2-qlq2

2) The value of S(z 1k) is:

S(z I 1

S(z 12) zp( p)p4 P)
1-1L-PI -P2+2,1lpjiz

3) The value of S(z) is:

q1 +q2 -2qlq2 q1 q2  _410___2)___4.1___O

q1 +q2 qI q2 qI + ?2- q, I, 1 -11 -,i-pt+2ppj1zJ

4) The value of ~T tis:
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5) The value of .7 is:

q1 q2  _____

q1+q2-qlq2 p1 +P2-2plp2

6) The value of S -S! is:

q1 q2  2(1 +2plp2 -p1 -p.)
q1 +q2-qlq2  (PI +P2 -2plp2)2

In addition let us calculate V(O), the probability that no packet arrives to the system at
time t. This is:

V(O) -(1-q 1)(1-q 2 )

Now substituting the values calculated above into equation (5.32) yields the expected
value of the additional delay suffered in the system:

q qq212(pI +P2 -2plp2) +(q, + q. )(1 + 2pjp2-p1 -p2)]

(PI +P2 -2plP 2 + M~20( 1 +P 2 -2plP2)( 9i + 92)

In addition to the calculation of the additional delay we have to recalculate the original
delay, suffered in the queue without starter. To derive this value we repeat the derivation of
equation (5.7) but with non symmetric arrivals. This calculation yields:

El system time in the queue without starter I + 12- (538
(q1 q2)(ql +q

Adding the original delay to the additional delay, finally gives the expected delay in the
non symmetric system:

T I + +~2  qq2( 1 p-pp)+(qj+q 2)(1+2p1P2 -p1  (5.3
0(- 1 2 0( 1 + q2) (P1+P2 -2 plP2+qlq2)IPI+P 2-2plP2)(ql1 +q2 ) (.g
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It is obvious that the set of values for Pl, P2 which minimizes the expected delay is the

set that maximizes the probability of successful transmission when both stations are willing to

transmit. This set (seelYemi80l) is either {pj-l, P2-0) or {p-0, P2--.

5.6 Discussion of the Results for Symmetric Two Station Systems

In this section we compare the expected delay as observed in three systems: I) The non

exhaustive slotted ALOHA scheme, described in section 5.1. 2) The noisy exhaustive ALOHA
scheme. 3) The polite exhaustive ALOHA scheme. The comparison is dome for the results

derived for the symmetric system.

5.8.1 A Comparison of the Results

As we studied in the previous sections, the expected delay in each of these schemes

depends both on the transmission probability p and on the arrival rate (to a single queue) q. In
the following we compare these schemes when they are optimaU operated. A scheme is

optimally operated if for every arrival rate q the transmission probability p is chosen to minimize
the expected delay. An optimal transmission policy for a given scheme, is a function F(q), which

defines for every arrival rate q the optimal transmission probability to be used: po0 Fjf).

The first question of interest is to compare the optimal transmission policies of these

schemes. Equation (5.2) of section 5.1 gives the analytic expression for the optimal transmission

policy for the non exhaustive scheme. From section 5.5.1 it is obvious that the optimal transmis-

sion policy for the noisy exhaustive ALOHA is: pop - 1/2, independent of the arrival rate.

Thus, it only remains to derive the optimal transmission policy of the polite exhaustive ALOHA.

Due to the complexity of the expression for the expected delay in this system, we are unable to

derive an analytic expression for the optimal transmission policy of this scheme; we use numeri-
cal methods instead.

In fgure 5.6 we plot the optimal transmission policies of the three schemes as a function

of the arrival rate 1. The optimal policies for the exhaustive schemes are plotted over the range

.<q 1/2. The optimal policy for the non-exhaustive scheme is plotted only over the range

0<q5.1/4, which is the stable range for this scheme.

From this figure we can observe the following properties:

The optimal transmission probability, in any of the schemes is non increasing function of

q. This is true since in any scheme, higher loads make the queues less likely to be empty,

which in turn, suggests a more polite (lower p) policy.
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Figure 5.6: Two stations: The optimal transmission probability as function of the arrival rate

ii. The optimal transmission probability of the polite exhaustive scheme is always higher
than the optimal transmission probability of the non exhaustive scheme. The reason for

this property, is that at any arrival rate a queue in the non exhaustive scheme is less
likely to be empty than a queue in the exhaustive polite scheme.

iii. Only for one value of q (q=1/4) does the optimal transmission probability of the non

exhaustive scheme equal to one half. The reason is that only at this load is the system

heavily loaded, and none of the queues gets empty. Thus, in this case the heavy load
approximation holds, and the optimal transmission policy is 1/2. For any other value of

q, the system is not heavily loaded, and the optimal transmission probability must be

higher.

iv. The optimal transmission probability of the polite exhaustive scheme is always greater

than one half. The reason is that a contention period in this system always follows an
idle period. Thus, the stations can not be assumed to be heavily loaded during the con-
tention period, and the optimal transmission probability must be greater than a half.
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Next we compare the expected delay observed in these systems. Figure 5.7 depicts the

expected delay in the three systems when they are operated under the optimal transmission pol-
icy. In addition, for comparison, we plot in this igure the expected delay in a single server

queue (no contention) which operates under the same arrival process (the expected delay as given

in equation (5.7)).

T

12

0

NO EXHAUSTIVE (OPTIMAL)
a

4POLITE EXHAUSTIVE (OPTIMAL)

2 -

NO CONTENTION

0.0 1.0 0.2 0.3 0.4 0.5

Figure S7 The optimal (minimal) expected delay as function or the arrival rate

It is easy to see that for every arrival rate q, both exhaustive schemes are superior to the

non exhaustive scheme. Similarly, for every arrival rate q, the single server queue (without con-

tention) is superior to both exhaustive schemes. Both these observations are very intuitive.

A more surprising observation is that the expected delay or the exhaustive schemes is

almost identical to the expected delay of the single server queue. To test this observation more

closely, we plot in figure 5.8 the difference between the expected delay in the exhaustive scheme

to the expected delay in the non-coatention single server system. This can be thought of as an
extra delay (i.e. the additional delay) spent in the ALOHA schemes due to the diutributed control
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Figure 5.8: The additional delay observed in the exhaustive schemes

they use. From figure 5.8 we see that the performance of the exhaustive schemes (in terms of
expected delay) is very close to the performance of an optimally controlled scheme (namely, the
single server queue) and the "extra delay" suffered in these schemes is bounded by a unity. The
fact that the optimal additional delay suffered in the polite scheme is bounded by 1 agrees with
our previous results; according to these results for p =1/2 the additional delay is exactly 1. Thus,
the additional delay in an optimally controlled scheme cannot be greater tha. 1.

5.0.2 Applications

In the analysis carried in the previous sections the measure for the expected delay was
the time slot. Thus, in the comparison made above, we compared the expected number of slots a

packet stays in the system under different transmission policies.
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Recalling the description of the exhaustive ALOHA protocol, we realize that an extra bit

of every packet is used as an end-of-use lag. Such a Bag in the non exhaustive scheme is not
required. For this reason is it clear that the time duration of a slot in the exhaustive scheme is
slightly longer than the time duration of a slot in the non exhaustive scheme.

Let 6 be the number of bits used in a packet in the non exhaustive scheme. Thus, the
number of bits that must be used in the exhaustive schemes is b+1, and in order to compare the
delay of the different schemes one must multiply the delay suffered in the exhaustive scheme by

a factor of 1 + 1/b.

It is obvious that for any reasonable packet size (e.g., 100 bits and above) this factor is
very small, and does not affect most of the results. The two effects this factor has on the results

discussed above are:

1. At very low arrival rates (q-0) the delay in the non exhaustive scheme will be lower
than the delay in the exhaustive schemes.

2. The additional delay suffered in the exhaustive schemes (in comparison to the expected
delay suffered in the single server queue) is not bounded by a constant*.

Nevertheless, these two effects are minor and for most practical purposes the results reported
above are accurate enough.

Another important issue Ls the applicability of the exhaustive scheme as described in this
section. In all the analysis done above we used an important property of the two-station exhaus-
tive scheme: When one station finishes transmitting, the other stato..i can start transmitting in
the next slot without any interruption. This assumption cannot be applied to an N-station sys-

tem, since in such a system, when one station finishes transmitting, several other stations may be
willing to transmit.

For this reason we conclude that the analysis done above holds only for two-station sys-

tems, where the stations know that they are the only stations in the system. Therefore, if one is
willing to analyze a two-station exhaustive system, where the two stations cannot asurne that
they are the only stations in the system, one cannot use this method. However, for such sys-

tems, the expected delays derived above can be used as a lower bound approximation of the
actual expected delay in the system. This we investigate in the following section.

'It is obvious that under heavy load the cost of the end-of-use flag is Very high. Clearly, at very
high loads it is more efficient to use the "silent slot" method to notify the end or transmission.
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5.7 N Symmetric Statioss An Approach by the Random PollIng System

In this section we study the expected delay in an exhaustive ALOHA system which con-

sists of N queues. It is obvious that the events in such a system are strongly correlated to each
other, so there is little hope of a closed form exact delay analysis of the system.

Our goal is to approximate the expected delay in this system under certain conditions.

This analysis is carried out under the basic assumption that the stations are symmetric. Thus, it

is assumed that the arrival process to each station is a Bernoulli process with parameter q, and
that the conflict resolution scheme, used during the contention periods, is the same for all sta-
tions.

The main analysis tool, used in this section, is the ezhaustive service random polling ss s-
tern, studied in chapter 4. The reason for this is that the behavior of the exhaustive ALOHA sys-
tem is very similar to that of the random polling scheme: 1) The service method in both systems
is exhaustive. 2) The contention period in the ALOHA scheme can be approximately modeled as

the switch over period in the random polling system. 3) In the random polling system the sta-
tion to be served following a switch over period is chosen among all the stations by a random

method. In the exhaustive ALOHA scheme the station to be served following a contention period,
is randomly selected among all the stations who particpated in the contention period. There-
fore, our analysis method in this section is to emulate the ALOHA scheme by the proper ran-
dom polling system, and to use the results derived in chapter 4.

Before starting the analysis, some more definitiou are required. In section 5.2 we have
classified the slots in the exhaustive ALOHA scheme into three types: 1) Transmission slots. 2)
Contention slots. 3) Idle slots. In addition to the above, a slot is called a potential transmission
slot if it is either a contention slot or the first slot in the transmission period. The common pro-

perty of all the potential transmission slots, is that at the beginning of such a slot there are
several stations (at least one) who are trying to transmit in the slot. If exactly one of these sta-
tions transmits at this slot, then the slot is a transmission slot; otherwise, it is a contention slot.

In addition, let us recall from chapter 4 some of the notation used in the analysis of the

random polling systems. The notation used to denote the arrival process is:

X,(t) , the number of customers arriving to station i at time -

u EX[) o2 Var[X,(t)j

The length of a switch over period is denoted by R and we have:

r" =EIRI ; AVar[RI
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5.7.1 A Heavy Load Approximation of the Polite Exhaustive ALOHA
I

In the following we approximate the expected delay in a polite exhaustive ALOHA sys-
tem, by the expression of the expected delay in the exhaustive service random polling system. In
order to use this approximation, we have to define the behavior of the random polling system, in -

a way that will simulate the ALOHA system. Since in both systems the service policy is exhaus-
tive service, what is left to be done is to simulate the contention period of the ALOHA system by

the switch over period of the random polling system. Thus we will extract parameters from the
exhaustive slotted ALOHA system and substitute them into the delay expressions of the random

polling system.

First, we examine the behavior of the ALOHA system during the contention period.
Since this system is assumed to be heavily loaded, it can be assumed that at the end of an
exhaustive service period exactly N-I of the stations are busy, and one of them, say station i,

(the station which was just served) is idle. Clearly, this claim is not correct in all cases (there are
still occasions where the whole system is idle!) but it can be used as a good approximation of the

system status in most cases. Therefore, the number of busy stations, at each contention slot, say
t, is either N-I or N. In the first case, no packet arrives to station i during the contention period

before time 1, and in the second case at least one packet arrives to station i during this period.

It is clear that the time at which the first packet arrives to station i affects both the

length of the contention period and the performance of the system. For simplicity of the analysis,

and since we are interested only in an approximation, let us consider two simple extreme cases:

1. The first packet arriving to station i arrives right before the end or the exhaustive ser-
vice period. Thus, the number of busy stations during the whole duration of the conten-

tion period is N. It is obvious that this is not a feasible event in the exhaustive scheme,

since the first packet can arrive to station i only after the contention period started

However, this can serve as a simple extreme case for our approximation.

". No packet arrives to station i, during the duration of the contention period. Thus the

number of busy stations, during the contention period is always N-I.

We start the analysis by looking at the first case. Let s. denote the probability that a

potential transmission in the slotted ALOHA system is a successful transmission, i.e.:

8A i Pr slot t is a successful transmission I slot t is a potential transmission I

Under the assumption that at any contention slot all the N stations are willing to transmit, it is

clear that for every potential transmission slot we have-

=" .p()I(-pN)Y (5.40)
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Let r, denote the probability that the length of a switch over period, in the random pol-

ling system is i:

r. Pr[R=i

Using the above notation, we can simulate the exhaustive ALOHA system by an exhaustive ran-

dom polling system where we have:

r,= (1-BA)'. i==0,1.2,.. (5.41) I

From (5.41) it is easy to derive the expected value and the variance of the length of the switch

over period:

r(EIRI -$A) 62(1 - A)
#A #A 2[

Now we must find the parameters of the arrival process; since the arrival process to each station

is a Bernoulli process with parameter q we have:

= EX,(t) = q "- Var[X(tl = q(1-q) (5.43)
I

Now, to derive the expected waiting time in the system, we substitute A, o2, r and 6- into equa-

tion (4.54?), to yield:

AI 1 I-q) (. if-i
T + -q +-+ 5.44)

234 211 -Jq) 211-N) 4)1 -Nq)

where:

.4 Vp(I-P)t 'v1).."3A NPO

For the second case we calculate the delay in a system where exactly N-1 of the stations

take part in the contention period. The simulation of this system by the random polling system

is not as straight forward. The reason is that in the random polling system the next station to be
served after a switch over period is selected among all the stations, while in the exhaustive

A.LOHA system the next station to be served is selected from the N-I busy stations.

Let us define g as defined above, namely, this is the probability that a potential

transmission slot in the slotted ALOHA system is a successful transmission slot. It is clear that in

this system the value of o,, for every potential transmission slot, is:

54 = (N-lp(l -p)(.-- (5.45)

And the length of a contention period is geometrically distributed with parameter 3.,
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Let R be a random variable representing the length of a switch over period in the ran-

doa polling system, and let R(z), r and 62 be the z-transform, the mean and the variance of R,

respectively.

Let us denote by the tirtually idle period (of the polling system), the period that starts at

the beginning of any switch over period, and ends right before the beginning of the service

period (i.e., right before a customer is first served following the switch over period). We call this

period the virtually idle period since during this time the server is idle, but the system is not

necessarily idle. Let R, be the random variable representing the length of the virtually idle

period, and let R,(:), r, and 6T be the z-transform, the mean and the variance of R, respectively.

It is obvious that in the simulation the contention period of the slotted ALOHA system

should be represented by the virtually idle period of the random polling system (and not simply

by the switch over period!), since this is the period during which the server is idle in these sys-

tems. Thus, R, in the simulation is distributed as the length of the contention period, and in

order to complete the simulation it is now required to calculate r and 62 (from r, and 9,) and

substitute them in the expression of the expected delay in the random polling system.

Under the assumption that exactly N-I stations are busy during the switch over period,

it is easy to derive a relation between R,(:) and R(:). This is:

R,(z- - R(-) + -R(z}R,(:) (546)

The explanation of this expression is simple: The first term in the expression represents the case

where at the end of a switch over period the server selects one of the N-I busy stations. In this

case the length of the virtually idle period is identical to the length of the switch over period.

The second term in the expression represents the case where at the end of the contention period

the server selects the idle station. In this case the length of the virtually idle period is distributed

as the sum of two independent random variables. 1) the length of a switch over period. 2) the

length of a virtually idle period.

0 From (5.46) we derive:

R(z) (5.47)

Now, we calculate r and 6:

dz2  "-N V 1

d.2
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so we have:

2 2 (54r

As stated above, the length of the virtually idle period is distributed as the length of the

contention period. Thus, we have:

Pr(Rj -- j (I (-*A)"RA

where:

*A (N-l)p(l -p)"z

Thus: P..
1~$ -SA 50

so we have:

N-I 1_3A

N .4

61 N 2= r(I + r)(5~

Finally, we substitute u, a2, r and 62 into equation (4.54?) to derive the expected delay in

the ALOHA system:

T i± + + Vr_1 ~ + + \) (5.53)
'2 2( - Nq) '2(1 -NVq 20- Nq I

where:

I -
.Vp(I _p)N-2 N

MbaUS610

Two different expressions have been suggested above to approximate the expected delay

in the N-station polite exhaustive A.LOHAL system for heavy traffic. The first expression assumes

that all the N stations compete during the contention period and the second expression assumes

that exactly N-1 of the stations compete during this period. The first expression tends to be a

pessimistic approximation while the second expression tends to be an optimistic approximation.

The true value of the expected delay is likely to lie somewhere between the two values given by
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these expressions.

When the number Of stations is small (small N) it is reasonable to believe that the pes-
simistic expression is a better approximation than the optimistic approximation. The reason is

that the arrival rate to a single queue, when the system is at heavy load, is about - . When N is

NN:-'smll I is a relatively high arrival rate so it is very likely that the station which was idle at the'--"-

beginning of the contention period will soon get busy (due to a new arrival to this station) and
the contention in most slots will be among V stations. On the other hand, when V gets larger,
the arrival rate to a single station, when the system is at heavy load, is very low, and the idle
station is very unlikely to become busy during the contention period. Thus, when the number of
stations is large, the pessimistic expression (assuming that exactly N-I stations are willing to
transmit during the contention period) is believed to be a good approximation of expected delay
in the system. Nevertheless, note that for large values of N the two delay expressions are
approximately the same, so both can be used to approximate the expected delay in the system.

An Invunt Beh&Aw undr Heavy Load

As described above the length of a contention period when the system is at heavy load,
may depend on the time at which the first packet arrives to the idle station. The probability
that a potential transmission slot is a successful transmission when N stations participate in the , -

contention period is:

The probability that a potential transmission slot is a successful transmission slot when N-I sta-

tions participate in the contention period is:

:.-'"( (L -Ilp.-(I -p 1,,-2

Let us examine what is the transmission probability p for which the behavior of the pol-
ite exhaustive ALOHA during the contention period (at heavy load) is independent of the
number o stations (N or N-1) which participate in the contention period. Let p• be this invari-
ant transmission probability. Thus, we must have:

.Vp'(1-.p)N' = (N-1)p'(1- : •-

or:

N

This is exactly the transmission probability which maximizes the system throughput when the
system is under heavy load (see section 5.1 above).
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It is clear that under these conditions the length of the contention period is independent

of the time at which a new packet arrives to the idle station. Thus, if the transmission probabil-

ity is chosen to maximize the heavy load throughput, then the length of the contention period in

the polite exhaustive ALOHA system (when the system is at heavy load) is geometrically distri-

buted with parameter:

i - = (1 -- N

S

5.7.2 A Heavy Load Approximation of the Noisy Exhaustive ALOHA

The approximation of the expected delay in the noisy exhaustive ALOHA system is simi-

lar to the approximation of the polite system. Under heavy load conditions, the number of sta- -

tions which are busy right after the end of a contention period is exactly N-I. Thus, the first

slot of the contention period is a collision slot (of N-I stations)' and the rest of the period con-

sists of contention slots. In each of these contention slots exactly N-I stations are willing to

transmit. Thus, the probability of successful transmission in each of these .. ,ts is:

.4 (,V-1)p(l -plN- (5.54) 5

If we assume that the idle station becomes busy before the end of the contention period.

then as in the polite system, we can simulate the ALOHA system by a random polling system

where the length of the switch over period is distributed as the length of the contention period.

Thus, the switch over period is distributed as:
C'. , 5- 4(1 -g)S -

1 ; =1,2, " (5.55) "-.--"""

The expected value and the variance of this distribution are:

1r Is (5.56)
A 4

and the expected delay, in the system is:

T = -$A + 1. . + + (5.57)2 SA 2(1 -N q) 2(1 - q) 2 N q)

where the value of $A is given in equation (5.54).

'This observation is true only when N>2. For the analysis of a two-station system, see section
5.8. "
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If, on the other hand, we use the optimistic assumption, namely, if we assume that the

idle station does not become busy before the end of the contention period, then we follow the
derivation for the similar case in the polite system. Thus we get that the length of the virtually

idle period in the polling system is distributed as:

Pr(Rj so I *A.(' -#A)' . sl (5.58)

3Ud the mean and the variance of the virtually idle period are:

where s4 is given in equation (5.54). --

From equations (5.59), (5.48) and (5.49) we can derive the mean and the variance of the

corresponding switch over period.

r. NS NSA zV.[N-)NDA -r'-i (5-601

and the expected delay in the system is:

T 1 -0. + rLL-0. + (N-Ilr
2 2(1-Nq) 2(1 -Nq) 2( - Nq) (.1

where the value of r is:

r
Np(I -p)N-2

As in the polite exhaustive ALOHA system, the pessimistic approximation is good for
systems with a small number of stations. and the Optimistic approximation Ls good for systems

with a large number of st~itions.

5.8 Two Stations In a General N station Environment

The two-station system studied in sections 5.3, 5.4. 5.5 and 5.6 above, were studied

under the basic assumptions that the two stations know and can assuine that they are the only

stations willing to transmit in the system. This assumption was used in the access scheme

employed by the station, and allowed the continuous transmission of packets in the system as

long as any of the stations has something to transmit.
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In the following we study the behavior of a two-station system where the stations cannot

assume that they are the only stations willing to transmit in the system. In this system, after a

transmission period of station 1, station 2 cannot assume that it is the only station in the sys.

tem who wants to transmit (if station 2 has a packet to transmit at this moment), so it cannot

transmit right after hearing the end-of-use flag transmitted by station I. Rather, a collision reso-

lution scheme has to be applied before the beginning cf every transmission period.

5.8.1 Polite Exhaustive ALOHA: An Approximation

It is obvious that the expected delay in the two-station system, studied in sections 5.3,

5.4 5.5 and 5.6 above, is a lower bound for the expected delay in this system. Thus, one can use

the expressions (5.9) and (5.26) as a lower bound for the delay in this system. In addition, it can

be noted that the behavior of the studied in sections 5.3, 5.4 5.5 and 5.6 is similar to the

behavior of the system we study here when the arrival rate is low. In this case, transmission

periods are relatively short, and it is very rare that station 2 will be busy when station I finishes

transmitting. Thus, this lower bound is a good approximation of the expected delay when the

system load is low. Cu the other hand, when the arrival rate is high, this lower bound cannot be

used as a good approximation of the system delay. The reason is that at high load, station 2 is I
very likely to be busy when station 1 finishes transmitting, and the similarity between the sys-

tems is very weak.

Thus, we conclude that the expected delay derived in sections 5.4 and 5.5 is a lower

bound for the expected delay in our system, and that these results are good approximations of

the expected delay in our system whtn the system is under light load.

At the other extreme we have the analysis of section 5.7 (using the random polling

method). This analysis provides an heavy load approximation of the expected delay in the sys-

tem. As stated in section 5.7, when the number of stations is small (and this is the case here) a

good approximation of the heavy load delay is taken from equation (5.44). This expression, when

evaluated at N=-2 yields:

2A --" "")

T - + (5.62)

2SA 2(1 -Nq) 2(1 -Nq) 2(1 -Nq) (562

where:

SA .p(1-p)

Using the two approximations mentioned above, let us now approximate the expected

delay in the system when the transmission probability p, is the invariant transmission probabil-

ity; i.e., p -1/2. The light load approximation is given by equation (5.11):
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2-4q '----

The heavy load approximation is calculated by substituting p -1/2 in equation (5.62):

T,, 2 + + 5.64).• ~2 -4q 2-4o .::::

Now, if one is interested in approximating the expected delay in the system over the

whole range of arrival rates (O<q_512), a natural approach is to use a linear combination of

equations (5.63) and (5.64). This combination yields:

-2 + + 0 (5.65) . -

2-4q 2-4q (5.65)

To test the quality of this approximation, the expected delay in the two-station polite

exhaustive ALOHA was studied by running a simulation program and measuring the expected

delay for different arrival rates. The results of this simulation, and the approximation expressions

suggested above, are plotted in figure 5.9. The three curves represent the light load expression,

the heavy load expression and the approximation (equation (5.65)) expression. The black squares

the simulation results. From this figure it is we see that the expression given in equation (5.65)

serves as a good approximation of tie expected delay in the system.

5.8.2 Noisy Exhaustive ALOKAs An Approxlmatlon

The analysis of the two-station noisy exhaustive ALOHA system, where the stations can

not assume that they are the only stations in the system is trivial. This is implied from the fol-

lowing observation: When the number of stations in the system is exactly two, the "noisy" slot,

following the end of a transmission period, will always be a successful transmission. This is true W.

since at most one station will transmit at this slot. From this observation it can be concluded

that the behavior of this system is identical to the behavior of the two-station system studied in

section 5.5.

Therefore, we conclude that the expected delay in the two-station noisy exhaustive
ALOHA system is given by equations (5.34) and (5.36) even if the two stations can not assume

that they are the only stations in the system.

5.9 Summ"y

In this chapter we have derived the expected delay for several exhaustive slotted ALOHA

schemes. In the case of two-station systems we have derived exact expressions; part of this

analysis was done using the the queue with starter approach. For N-station systems a heavy-load

approximation was introduced. This approximation was achieved by emulating the system by a
random polling system. The approximation expression was shown to be very close to simulation
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results. To approximate the expected delay for the whole range of load we introduced a heavy.
load/low-load approximation. This approximation uses a heavy'load approximatio, for the high
load values, a low load approximation rfo the low load values, and a linear combination of these
two approximations for the middle range.
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CHAPTER 6

Synchronization Properties in the Behavior of a Slotted ALOHA Tandem

The tandem is one of the basic structures frequently used within communication net-

works. For this reason, understanding the behavior of a tandem is crucial for the invention of

access and routing schemes, and in the performance analysis of multi-hop networks. This

Chapter deals with the throughput analysis of a directional tandem in a multi-hop radio eaviron-

ment. The synchronization properties uncovered by this study suggest that the throughput

achieved in this tandem is relatively high. It is shown that that the tandem throughput, due to

the synchronization effects, is much higher than the value calculated for the throughput in

models where "traditional" indepeadence assumptions are used.

0.1 Introduction and Previous Work

Recent development and implementation of multi-hop packet radio networks has raised

the need for the analysis of such networks. Compared to one-hop packet radio networks or to

point-to-point wire networks these systems are very complicated and difficult to analyze.

A tandem is the simplest multi-hop packet radio network. Therefore, it is very attrac-

tive to study this system in order to get better understanding of general multi-hop packet-adio

networks. Moreover, thinking about a general multi-hop network that carries the packets accord-

ing to relatively stable routing, we realize that a general network is actually a collection of inter-

connected tandems. This is true since the route from one station to another can be considered

as a directional tandem. For these two reasons we believe that studying the tandem behavior will

contribute to the understanding of multi-hop networks. Discovering special properties related to

tandems may lead to the invention of new access and routing schemes tailored for multi-hop net-

works. This is in contrast to existing schemes, that are based on the behavior of one-hop net-

works, and which have been modified to fit the multi-hop environments.

The behavior of a station located on a tandem is strongly correlated to the behavior of

its neighbor station on the tandem. This is true since the packets one station transmits are

received by its neighbor station. Therefore, it is expected that the events occurring in a tandem

will be correlated to each other, and that commonly used independence assumptions may fail to

predict the real behavior of the tandem.
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For these reasons we choose to analyze in this chapter the behavior of a directional tan-

dem under the Slotted ALOHA tranimissiom policy.

The one-hop ALOHA system has been extensively studied in the past. For literature

review of this area, see chapter 5 above. ...

One recent approach to study general multi-hop packet-radio networks was developed by
Boorstyn and Kershenbaum [Boor8OJ , Sahin (Sahbi2 and Tobagi and Brasio [Toba3J. This

approach numerically solves for the set of attained throughputs as function of the set of offered

traffic for given topology, routing and access schemes. The access schemes analyzed by this
approach are the traditional one-hop access schemes when applied in a multi-hop environments. -"

The drawback of this approach is that in order to analyze the system, strong Independence

assumptions* have to be made which may hide important system properties.

A directional tandem network under a Slotted ALOHA policy was studied by Yemini
[YemiS0j. The network model assumed by Yemini is depicted in Figure 6.1.

o . .. -

Figure 6.1: A tandem network

The assumptions made for this model are:

I. The time is slotted with slot size equals to the transmission time of a fixed size packet.

2. Station N is the only traft source. The other stations do not generate any traffic.

3. All stations are under "heavy load", so that they always have something to transmit.

4. The access scheme used is Slotted ALOHA: At time slot t station i transmits with proba.
bility p,. The transmission probabilities of different stations are not necessarily identical.

The transmission of a station is independent of its actual buffer status due to the heavy
load assumption.

5. The propagation delay is zero and acknowledgements are free and instantaneous.
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8. A station in the system, let say i, only hears the packets transmitted by its neighbors,

namely, stations i+1 and i-I (This is with the exception that stations I and N hear

only one neighbor).

7. Station i (i-2,3,..-,N) !ransmits its packets to station i-I. Station I transmits its pack-

ets to the destination.

The throughput S is defined as the rate of packets successfully leaving station N. Buffers

are not considered in this model and are not "required" once assumption 3 is made. This assump-

tion means that all stations are always under heavy load. A "fair" policy in this model is a set of

transmission probabilities {p} such that the probability of successful transmission from station i

to station i+1 is identical for all stations.

Under this model Yemini analyzes the relation between the set {p} and the system

throughput. This is described in figure 6.2. For most practical networks (those which consist of
more than four stations) it is shown that the maximal throughput is about 4/27.

I Pi-

4 4
2 '4

C I 'J- i.-

0.0 4/27 2 4 6 a 10
S

Figure 6.2: Tuned-up transmission policies from Yemini's model
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An important observation made in [Yema8OI says that when all stations are "rude* (i.e:

they all transmit with probability p,-l) the tandem becomes synchronized and the throughput

is 1/3, much higher then the throughput achieved in figure 6.2!

The goal of this chapter is to study in more detail the behavior of the directional tandem

under the slotted ALOHA access scheme. This is in light of the observations made in IYemi8oI
with regard to the synchronization properties of this tandem. In section 6.3 we derive the tan-

dem throughput under the assumption that the behavior of each station is independent of the -

behavior or the other stations. This analysis is based on the analysis done in IYemig0. In sec-

tion 6.4 the independence assumption is relaxed and the tandem throughput is approximated

both for heavily loaded system and for "relatively synchronized" system. Based on these two

approximations a general approximation of the system throughput is then suggested. Lastly, sec-

tion 6.5 discusses the properties discovered in sections 6.3 and 6.4.

6.2 Amumptlons and Model Description

The model considered here is very similar to the one used in [Yemi8OI. We consider a

tandem of N stations, as described in figure 6.1. Station N is the source of all packets and the

packets are destined to the deatination station (the black station at the right hand side of the

figure). Each station i (i--2,3,....V) transmits its packets to station i-I and station 1 transmits

to the destination station.

The assumptions on the system (most of them identical to the assumptions made in

[Yemi8OI) are the following:

". Time is slotted into equal length slots (each of them equal in duration to the transmis-

sion time of a fixed length packet). Without los of generality it is assumed that the

length of a slot is a unit.

2. Station N is the only traffic source. The other stations do not generate any traffic.

3. The access scheme used is Slotted ALOHA: At any time slot t. every station flips a coin
(with probability p for "heads"). If at time t station i has a packet in its buffer and if its

coin shows "heads" then it transmits the packet; in all other cases station i keeps silent.

4. The buffer size of all stations is infinite.

5. The system is under heavy load. This means that station N always has something to

transmit.

6. The transmission probability p is identical for all stations.
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7. The propagation delay is zero and acknowledgements are free and instantaneous.

A transmission from station i to station i+1 is successful if at the transmission time

both stations i+ 1 and i+2 are silent (equivalent special definition can be made with regard to

the transmissions made by stations I and 2). The throughput of the system, S, is defined to be. "

the expected number of packets successfully transmitted from station N to station N-I per slot. .
"

It is clear that in this model, under equilibrium, this number is identical to the expected number

of packets successfully received at any arbitrary station on the tandem, in particular, at the des-

tination.

Using this model we are interested in finding the throughput S as function of the

transmission probability p.

6.3 The Throughput Under Independence Assumption

In this section we derive the system throughput under the assumption that the behavior

of every station is independent of the behavior of the other stations.

The following independence assumption decouples the behavior of station i from the

behavior of the other stations:

INDEPEINDENCE ASSUMPTION: The event "station i transmits at time t" is independent of

the event "station j transmits at time t" for every i~.j.

This assumption is very common in the analysis of shared channel networks, in particu-

lar in packet radio networks (see (Boor8O, Sahi82. Toba83 for example). Clearly, this assumption

is not true for the tandem system and the goal here is to test how close this assumption is to the

real system.

Let T, denote the probability that station i transmits a packet at time t. Note that T, ks

different from p, since p, is the probability that station i transmits at time t given that its buffer

in not empty.

Under stability conditions, and under the assumptions made above, it is obvious that the

tandem throughput equals to the probability that station i (i=[,2, --._) transmits a packet at

time t, and this packet is successfully received at its destination (station i-I). Thus we have:

5= TI (6.1a) .

S="T
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S =T 2( - TI) (6. b)

S- T,(1- N,.10 6•c) ,2)

The set of equations given by equation (6.1) can be solved to yield the throughput of the

tandem. It is obvious that the model analyzed in this section is actually identical to the model 9

studied in [Yemi80I. This is true, since the assumption that the transmission of station i at time

t is independent of the transmission of station j is equivalent to the assumption that all stations

are always busy.

This set of equations has been analyzed in [Yemi80J and the solution of this set is actu-

ally depicted in figure 6.2. The interpretation of this figure is the following: if the figure axis are

interchanged, then the curve denoted by p, represents the throughput in a tandem of length i as

function of the transmission probability p. From this figure it is obvious that under the indepen-

dence assumption the maximum achievable throughput for most tandems (those which consist of

more than four stations) is about 4/27.

6.4 The Realistic Model: Discovering the Synchronisation Properties

In this section we study the tandem behavior without using the independence assump-

tion made in section 6.3 above. It is obvious that in order to give an exact analysis of the tan-

dem one has to consider the state of all N queues (one in each station) in the system. This model

is equivalent to the model of an N.-dimensional random walk. Facing the fact that even a two-

dimensional random walk is very difficult problem to solve (A comprehensive discussion about

the problems related to the two-dimensional random walk can be found in [Yemi801 and an

approach for solving such problems is suggested in JiCohe831) we study this systcm using approx-

imations.

5.4.1 A Heavy Load Approximation: A Lower Bound for the System Throughput

Our first approximation is a heavy load approximation. Let us assume that the system

is heavily loaded, in particular, assume that the queues of stations V-1 and N-2 are never

empty . Under this assumption it is easy to calculate the system throughput from the expres-

sion for the probability that station N successfully transmits a packet to station N- 1:

S p(P -p)" (6.2)

I I
* Recall that from the system model station N is also always busy
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Considering the real system it is obvious that disregarding the transmission probability

(p) used in the tandem, there exist always times at which either station N-I or station N-2 (or

both) are empty. Clearly, in these cases the probability that station N successfully transmits to

station N-I is higher than p(I-p) 2. Thus equation (6.2) forms a lower bound on the tandem

throughput.

"* 6.4.2 A Synchronized Systems An Approximation of the Throughput at High

Transmission Rates I

In this sub-section we investigate the synchronization properties observed in [Yemi80 .

First, let us consider, the rude transmission policy. According to this policy, as defined

in [Yemi80, the transmission probability used by all stations is p =1. As observed in [Yemi8O, if

the system starts operating when all queues are empty, and if the rude transmission policy is

used, then the system throughput is 1/3. This property is depicted in figure 6.3. In this figure

the horizontal axis represents the tandem and the vertical axis represents time. An empty circle

represents a station whose buffer is empty, and a bullet represents a non-empty buffer. Packet

propagation (transmission) is represented by an arrow.

From figure 6.3 it is observed, that when the rude policy is used, the system is fully syn-

chronized, and the throughput obtained by this policy (1/3) is the highest attainable throughput

for a slotted ALOHA tandem.

Next, let us define more carefully the synchronization property observed above: A sta-

tion, say a (iwl,2,.,-I), on the tandem is called a type I station if i(mod 3)=l. Station i is

called a type 2 station if i(mod 3)=2. Station i is called a type 3 station if i(mod 3) =0.

According to this definition the stations of type I are: 1,4.7,-.; the stations of type '2 are:

2.5.8..: and the stations of type 3 are: 3.6.9,.... A tandem of .V stations is fully synchronized at

time if at this time one of the following holds:

1. All stations of type 1 have exactly one packet In their buffer, and all the rest of the sta-

tions have empty buffers.

2. All stations of type 2 have exactly one packet in their buffer, and all the rest of the sta-

tions have empty buffers.

3. All stations of type 3 have exactly one packet in their buffer, and all the rest of the sta-

tions have empty buffers.

It is obvious, from this definition, that the tandem depicted in figure 6.3 is fully synchronized at

every time >5.
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The importance ndependently of the system state, if at time t all
stations start using thi" wil eventually (and relatively fast') become fully~~~synchronized. ''

After understanding the tandem behavior under the rude policy, we next discuss the sys-
tem performance when pol. The goal'bere is to derive the system throughput when p is rela-
tively large. This will be done by assuming that the system is fully synchronized, and by observ- -: -

ing its behavior when p =1-C and ec0.

Let us assume that the tandem is fully synchronized and that the transmission probabil-
ity used is p - -e. Under these assumptions it is clear that the normal operation of the tandem
is the following: At time all stations whose buffer is not empty (successfully) transmit their
packet to their down stream neighbor. An exception to this "normal" operation occurs when one p
of the stations, say i, whose buffer is not empty, does not transmit its packet. This can happen
since the transmission probability is p <'1. In this case we say that a failure occurs at station I at
time t. The point (i,t) in the time space domain, is called, in this case a failure point.

Let us assume that at time t-1 the system is fully synchronized, and that at time t a
failure occurs at station i. In addition, let us assume that no other failure occurs in the system at
time t or afterwards. In figure 6.4 we depict a fully synchronized tandem consisting of 16 sta-
tions, where a single failure occurs at station 9 at time 5. The points in this figure represent the
location of the packets on the tandem. A bullet in this figure represents a successful transmis-
sion, and an empty square or a cross represents an unsuccessful transmission. A cross in this

figure (point (9.5)) represents a failure point; a point vhere a station whose buffer is not empty
chooses not to transmit (with probability 1 -p). An empty square represents a different type of

unsuccessful transmission: in this case a packet is transmitted but, due to noise, it is not suc-
cessfully received by its destination station. For the simplicity of the figure the empty-queue sta- - -

ions are not explicitly depicted in this figure.

From figure 6.4 we make the following observations on a fully synchronized system:

1. In the time space domain, a fully synchronized system is represented by a uniform struc-
ture of diagonals, going from top left to bottom right. Each of these diagonals represents

the propagation of one packet over the tandem. These diagonals are three units apart

from each other.

2. A single failure occurring at station i at time I affects the uniform structure by produc-
ing two waves as following: '

a. A forward wave, which is a diagonal that propagates from the failure point to

the bottom-right direction. Along this wave the distance between two consecu-
tive packets is four units, instead of normally three units.
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Figure 6.4: A failure in a fully synchronized tandem

b. A backward wave, which is a diagonal that propagates from the failure point to

the bottom-left direction. This wave contains all the unsuccessful transmissions
occurring in the system as a result of the failure occurring at station i at time .-.

To calculate the tandem throughput in the presence of failures let us observe the system
behavior at the destination. From fgure 8.4 we see that when the tandem is fully synchronized

packets arrive at the destination at rate of one packet per three time units. When a single failure
occurs, the interarrival time betwe~n the failed packet to the packet preceding it is four time

units. From this observation it is easy to calculate the throughiput when single failures occur in

the system. Let us call a packet who arrives to the destination four units of time behind the

packet preceding it a delayed packet. Let F he the failure rate as observed by the destination;
i.e., this is the expected number of diagonals who get shifted by a forward wave, per unit of

time. Let a cycle be the period starting right after the arrival -of a delayed packet to the
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destination and ending right after the irrival of the preceding delayed packet to the destination.
Let z be the number of packets arriving to the destination in some cycle.

From these definitions, we see that z-1 of the interarrival times observed by the destina-
tion during the cycle are of length 3, and one of these interarrival times is of length 4. Thus the
length of the cycle is 3z+l time units. The expected length of the cycle can be calculated from

the failure rate:

iEcycle length- + 1 (6.3). F

This is true since for every failure occurring in the system, one packet gets delayed by additional

unit of time. Similarly the expected number of packets arriving to the destination in a cycle is

thus:

El number of packets arriving at the destination during a cyclel =( 6.4)
3F

Thus, the system throughput can be calculated from equations (6.3) and (6.4):

3F (-.-)
I 3(l+F) (6.5)

Now, let us calculate F, the failure rate. Before calculating F, we should note that not all

failures occurring in the system are sensed by the destination. The reason is that some of the

failures may "cancel" each other. In particular, the next theorem deals with failures which occur

concurrently.

THEOREM 6.2: Let (it) and (j,t) be two failure points in the time space domain and let i <'j.

Then the forward wave produced by (it) is not sensed by the destination.

We avoid a formal proof of this theorem; the reader may convince himself by observing figure 6.5

where two concurrent failures are depicted. Each or the two failures, one occurring at station 7

at time 8 and the other occurring at station 16 at time 8, generates a forward wave and a back-

ward wave. However, the forward wave generated at the point (16,8) and the backward wave

generated at the point (7,8) "cancel" each other. Thus, only one forward wave, the one generated

by station 7, arrives at the destination.

From theorem 6.2 we may conclude that if k failures occur in the tandem at time t at

most one of them will be sensed in the destination. Thus, at most one of these concurrent

failures should be counted in the throughput calculation.
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Figure 6.5: Two concurrent failures in a fully synchronized tandem

A more complicated task is to consider non-concurrent failures. It can easily shown that
not only concurrent failures, but also failures who occur at different times may "cancel" each
other. For example observe figure 6.5 and suppose that in addition to the failures depicted in the
figure, a failure also occurs at time 6 at station '20. The forward wave generated from this failure
will get canceled by the backward wave generated from the failure (16,7).

156



The problem with mon-concurrent failures is that it is quite complicated to estimate their
effect. For this reason we simplify our calculation by the following assumption:

ASSUMPTION: The waves produced by non-concurrent failures do not cancel each other.

Under this assumption and from theorem 6.2 we can now calculate F, the failure rate as

observed by the destination. This is Simply the probability that at least one failure occurs at

time t in the whole tandem. This is true since for every set of concurrent failures we count

exactly one failure. Since in the average, the number of stations whose buffer is not empty, is

N/3 (recall that the system is synchronized) then the probability that at least one failure occurs

at time t can be estimated by:

From equations (6.5) and (6.6) we finally calculate the tandem throughput as a function

of the transmission probability p:

(6.7)

L.. (2 -PV.3- D3

Note that the expression given in equation (6.7) should be good only for relatively high

values of p, since in the derivation of (6.7) we assumed that the system is fully synchronized.

Note also that this expression should give a lower bound on the tandem throughput; the reason

for this is that wave cancellations due to non-concurrent failures are not considered in this calcu- ....

lation.

0.4.3 A General Throughput Approximation

Two expressions have been suggested above for the tandem throughput: 1) A heavy

load approximation given by equation (6.2) -2) A high transmission-rate approximation given by

equation (6.7). To test the quality of these approximations we compared them to simulation

results. In figure (6.6) we plot the system throughput as a function of the transmission probabil

ity in a 4 station system (N-=4). The continuous curve in this figure represent simulation results

and the dashed curves represent the approximations. In a similar way. figures (6.7) and (6.8)

depict the tandem throughput in a nine station system (N. 9) and in a nineteen station system

(N- 19), respectively.

The following observations can be made on the quality of the approximations:

tm tThe heavy load approximation, given by equation (6.2) is very good for the lower range

of transmission probability. The quality of this approximation increases with the size of."

the tandem; the reason for this property is that the longer the tandem is, the more the
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Figure 6.6: The throughput in a 4-station tandem

stations are likely to be heavily loaded.

2. The high transmission rate approximation is good. as expected, in the higher range of
the transmission probability. The quality of this approximation decreases with the tan.

dem size: The reason is that in long tandems the likelihood that two non-concurrent
waves will cancel each other is higher than in short tandems. Since this effect is

neglected in equation (8.7), the approximation for short tandems is better than the one
for long tandems. Nevertheless, it is observed that for most practical purposes (tandems
which are shorter than 20 stations), this approximation is relatively good.

Using the two approximations suggested above we next suggest 3 general approximation
of the system throughput. This approximation can be constructed as following:

I. For the low range of p (p smaller than the point p,, which is to be defined below) use the

heavy load approximation given by equation (6.2).
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Figure 6.7: The throughput in a 9-station tandem

-. For the high range or p (p greater than the point p2' which is to be defined below), use

the high transmission-rate approximation given by equation (6.7).

3. For the middle range (pj15p~p2 ) use a linear approximation. S-anp+b, tangent to the

curves given by equations (6.2) and (6.7).

4. The four paramete~rs required tar this approximation. ti. 6, p, and p.. can be determined

by solving a simple set of equations, Consisting of equations (6.2). and (6.7). and or the
linearity and tangenCy constraints. This set is:

4. + b =pi1(I _pl)2 (.

4 -(1 -p 1 )il1 -3p,) (6.8b).
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Figure 6.8: The throughput in a ig-station tandem

-P2 +b -(6.8c)

-P(..Vd)

a-
9.

6.5 DlSCUaslon

Two types of behavior have been observed for the slotted ALOHA directional tandem:

1. When the transmission probability p is small, the system behaves in noa-synchronkized

way. Under tbis policy the queues in the system are usually non-empty and the tandem

1........................................
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can be considered as heavily loaded. Thus, the behavior of each station is independent of
the behavior of the other stations. 0

2. When the transmission probability is high the system gets synchronized. It is evident
that the transmissions are usually phased in waves, and thus the number of collisions is
relatively low and the throughput is high.

In contrast to what could be thought from IYemi80J the system moves from a heavy-load
behavior to a full-synchronization behavior in a continuous way: the higher the transmission .

probability the more likely the tandem to be synchronized.

It is observed that the throughput in the system monotonically increases with the 5
transmission probability p This property suggests that high transmission probabilities can be
used very efficiently in multi-hop radio networks to yield high throughput over tandems. It

should be emphasized that p -I cannot be used safely in general multi-hop networks since the
use of rude policy in such networks may cause eternal deadlocks between conflicting stations.

The synchronization behavior suggests that using independence assumptions in the
analysis of multi-bop radio networks may lead to a wrong analysis of the system behavior. It is
evident that the results derived by using independence assumptions (see figure 6.2 and the heavy
load approximation in figures 6.6. 6.7 and 68) may be Lbsolutely wrong in predicting the system -"

behavior. Moreover, using those results in the invention of access schemes and in the process of
tunning up their parameter-. may cause these schemes to behave inefficiently.
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CHAPTER 7
On the Behavior of a Very Fast Bidirectional Bus Network

In this chapter we study the behavior of the very rut bidirectional bus system. The
bidirectional bus system has been investigated in the past under the main assumption that the
propagation delay incurred by a packet is relatively small in comparison to its transmission time.

Under this assumption, it has been shown that if the packet transmission time decreases the per.
formaoce of existing access schemes (like CSMA) degrades. Recent technological developments
(such as fiber optics) in communication networks have brought up new faster bus networks. For
these networks it cannot be assumed any more that the propagation delay is relatively small in
comparison to the transmission time. This chapter deals with analyzing the very fast bidirec-
tional bus system. In contrast to the previous studies, the assumption that the bus is very fast is
inherently embedded in the system model. The results derived in this chapter show that due to
self synchronization properties observed in the System at high loads, the system performance is
not poor as implied from previous studies.

7.1 Introduction and Previous Work

In a local area network a channel is shared among many stations which are (relatively)
close to each other. One of the common topologies ror such a network is the bidirectional bus
(like Ethernet) and one of the most popular access schemes for this topology is the Carrier Sense

Multiple Access (CSMA). In this scheme a station behaves in a "polite* way: when it wants to
transmit, it first senses the channel. If the channel is found to be idle the station will transmit
the packet, and if the channel is busy the station remains silent and postpones its transmission
attempt. An improvement of CSMA is CSMA with Collision Detection (CSMA-CD). to this
scheme, in addition to the protocol described above, a station can detect if it is involved in a col-
lision. If a collision is detected the station aborts its transmission and repeats the scheme
described above.

Both access schemes take advantage of the very short propagation delay (relative to the
transmission time). The ratio between the propagation delay and the transmission time is
denoted by a and can be thought of as the number of packets "contained in" the bus.
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The performance of CSMA was studied by Kizrock and Tobagi in JKlei74, Klei75,
Toba741. The performance of CSMA-CD was studied by Tobagi and Hunt (Toba79I.

The following properties are observed with respect to these access schemes:

1. Both schemes are superior to Aloha and Slotted-Aloha. The superiority is in terms of

higher throughput and lower delay.

2. The attained throughput, S. of both systems, increases with the offered load, G, until it

reaches its maximum. After this point (very high load) the throughput decreases. This

property (and the properties described above) is shown in figure 7.1 (taken from

[Klei78I).

3. The maximum attainable throughput, denoted by the system capacity, decreases with a.

This is shown in figure 7.2 (taken fromiKiei761). It is observed that the performance of

these schemes is good as long as a< .05.

Slte @.@3eusen - Ce..Mei I

0.1 - Pensisot CSMA

CIO
0.0 0.4eeo C

0.2 
esetCM

Figre .1:Thrugputforthevarou radomaccssmodes (a=.01)

* Technological developments (such as fiber optics) in communication networks have

recently increased the speed of the communication channel, and future developments are likely

to increase it even more. Other technological improvements allow the future networks to be

longer and longer. These trends lead the communication industry to the buildit of systems
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Figure 7.2: Effect of propagation delay on channel capacity

where the parameter a is larger and larger. Observing the properties mentioned above, we real-
ize that CSMA and CSMA.CD may not be efficient in these future systems. Nevertheless, it is .

not really clear what will be the performance of these access schemes under the presence of bi-a.

This is so, since all the properties described above were derived from models that auumed rela.
tively small a (very small propagation delay). It is therefore desirable to study the behavior of a

shared-bus communication system under the assumption of big-a.

The behavior of such systems has been recently investigated by several studies. However,

these studies concentrated on suggesting semi-organized access schemes for these networks and

not on studying the behavior of these networks under the CSMA scheme. The main principle of
these schemes is to organize the packets transmitted in the system to eMciently use the channel.

These studies are reported in [Fra&8l, Gerl83a, Gerl83b, Limb82I.

This chapter is devoted to the study of multi-access bus systems under the assumption

of big-a. The purpose here is to take, as a basic assumption, the fact that the communication
channel is fast and that the parameter a is large. For this type of system we study its behavior

and analyze its performance when controlled by diferent access schemes.
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Two main aspects of this system are studied in this chapter. First, in section 7.3 we

study the theoretical limitations of the very-fast shared bus system. The main goal in this section

is to calculate the maximum throughput which can be achieved in the system, neglecting the 0..

randomized behavior of the system inputs. The capacity of the system, defined to be the highest - -"

attainable throughput, is derived in this section, under several assumptions. The main result of

this section is that the capacity of the very fast bus system is about 2. This means that it is pos-

sible to schedule packet transmissions in the system such that the expected number of packets I
transmitted and successfully received (per slot *) is about two.

Second, in section 7.4 we investigate the system behavior under the assumption of sto-

chastic arrivals. The model used in this section is similar to the models used in the analysis of

slotted ALOHA and CSMA-CD; however, in contrast to those models, this model encaptures the

correlation between events occurring in the system. This property is rather important since the

correlation between events in the very fast bus system seriously affects the system performance.

The main property discovered in this analysis is that in contrast to previously studied shared

channel systems, this system is very stable and the system throughput always increases with the
offered load. k

7.2 Model Description

The system considered here consists of N stations connected by a bidirectional bus. It is

assumed that the stations are located on the bus such that the distance between every two

neighboring stations is exactly a unit. The stations are numbered 1,2,.,N from left to right.

Since the bus is bidirectional a transmission which is originated at station i will propagate in

both directions on the bus.

The time is slotted with slot size equals to the propagation delay a transmission incurs

when propagating between two neighboring stations. This means that if station i starts

transmitting at time t, then station i+I will start hearing this transmission at time t+l. The
time interval, starting at time 9 and ending at time t1 +l, is called the ith slot. Every packet

transmission starts at the beginning of some slot.

The transmission media is assumed to be very fast, such that the length of a fixed size
packet, measured in terms of distance, is smaller than or equal to the distance between two

neighboring stations. This implies that the parameter a of this system is a > N-1. For simplicity

we assume that the packet size exactly equals to the distance between neighboring stations, i.e.,

The duration of each slot is the transmission time or a packet.
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Due to the above auumptions, the traditional model which considers only the timing of

events can not be used to model our system. The reason is that each event must be represented

by two panmeters: time and location. For example, consider that station 1 starts transmitting a

packet at time 1. Station 2 will start hering this packet at time 1+1, station 3 will start hearing

this packet at time 9+2 and so on.

To represent the system behavior, we use the time-space domain. In this domain the hor-

izontal axis is used to represent the bus (on which the stations 1.2,..,N are located left to right)

and the vertical axis represents the time. The propagation of a packet, in this domain, is

represented by a hand. For example, see figure 7.3 which depicts the propagation of a packet,

transmitted at slot t from station 2.

stations
2 3 4

.I i '

II

t-2

t4-3

"-I

I :t4

time

Figure 7.3: The Representation of a Packet in the Time-Space Domain

This packet is heard by stations 1 and 3 at slot t + 1 and by station 4 at slot 9 +1.

In contrast to the traditional model, packets which collide, are not assumed to destroy- -

each other. Rather, they are assumed to *pass through" each other. For example, consider the

two packets depicted in figure 7.4. These two packets are transmitted concurrently at slot I by

stations 2 and 4. At slot I+I the packets collide at station 3 and thus non of them is heard

properly by station 3. However, the packets pass through each other, so at slot t+'. one of them

is beard correctly by station 2 and the other one is beard correctly by station 4.

166

................................



-~~ 7- ,"7-

stations
1 2 3 4

..• .. ..... ! i .." i i i........

t+

)" .

.t -"-::-:-"

t-3

time k

Figure 7.4: Two Packets Pass Through Each Other

From the above description, it is implied that the terms: idle slot, successful slot and

collision *lot are not global properties of the system but, rather, local properties of a given sta-

tion. Slot I may be a collision for station i and idle for station j. Similarly, a given packet may

be successfully heard by station i and unsuccessfully heard by station j.

A time slot I is said to be idle at station i if no transmission is heard by station i during
this slot. Slot I is said to be successful at station i if exactly one transmission is heard by station

i during this slot. Slot t is said to be collision at station i if more than one transmissions are

heard by station i during this slot. A packet X is said to be heard correctly by station i at slot t if

z is heard by station i at slot 9 and no other packet is heard by i during this slot. A packet z is

said to be collided at station i at slogt if x is heard by station i at slot t and and X is not the
only packet heard by station i at this slot.

To analyze the system performance one has to recognize for every slot I and for every

station i if f is a successful slot at station i or if it is an idle (collision) slot at this station. From

the assumptions made above, it is clear that a given packet is heard by station i during slot I if
and only if, the head of the packet is heard by station i at time t. Therefore, to analyze the sys-
tern, one can simplify the representation of packets: instead of using a band to represent the

transmission of the packet, use a line to represent the time at which the packet head is heard.
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According to this simplification, figure 7.4 is transformed into figure 7.5.
I

stations

1 2 3 4

t

. t+l ..

t+2

t+3

t+4 k

time

.igure 7.5: A Simplifying Representation of the Packets Propagation .. ,.

When analyzing the performance of a shared channel communication media one has to

be careful in defining the performance criteria. A shared channel communication network can be
used both for broadcast and for point-to-point communication purposes. A broadcast tran#mis-

aion (packei) is a transmission (packet) which is originated at station i and has to be received
correctly by all other stations. A point-to-point transmission (packet) is a transmission (packet)
which is originated at station i, destined to station j (jp~i) and has to be received correctly at

station j.

In this chapter our main interest is in the point-to-point performance of the system.

Thus, it is assumed that each packet x is destined to a specific station, let say i and has to be
successfully heard by that station. The way by which this packet is heard by the other stations

*" (successfully or not successfully) is not relevant to this analysis. Following this assumption we
have to denue the successful reception of a packet more carefully: A packet z is said to be auc-
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ceaufully received" by etation i at dt t if z is destined to station i and if it is successfully heard

by i at slot 1. I

In this chapter we will study the behavior of the system under different tranamieaion pot-

icine. A tranamie#ion policy is a set of rules, used by the stations in the system to determine

when a station can transmit and when it stays silent.

As stated in the introduction, the influence of two general transmission rules, the polite-

nest rule and the fairness rule, will be examined in this chapter. These rules are defined next.

A station is said to be polite if it does not transmit when it hears transmission originated

from another station. A station is said to be polite to the left if it does not transmit when it
hears transmission originated at a lower index station (i.e., traasinmiou that arrives from the

left, according to our representation). A station is said to be polite to the right if it does not
transmit when it hears transmission originated at a higher index station. A trasmission policy

is said to be bidirectional-polite policy if all stations in the system are polite. A transmission pol-
icy is said to be unidirectional-polite policy if every station in the system is either polite to the p

left to polite to the right. A transmission policy is said to be left-polile policy (right-polite policy)

if every station in the system is polite to the left (polite to the right)

A transmission policy is called a fair policy if for every to stations i and j, station j is
allowed to transmit between any two consecutive transmissions of station i. A transmission pol- p
icy is called a strictly fair policy if for every four stations i, j, k, and 1, station i is allowed to

transmit to station j between any two consecutive transmissions from station k to station ".

To better understand the politeness rule, let us observe the transmissions depicted in

figure 7.5., and let us assume that these are the only transmissions in the system. Under polite
policy, station I is not allowed to transmit at times t+I and t+3; station 2 is not allowed to

transmit at time (+2; station 3 is not allowed to transmit at time 1+1 and station 4 is not

allowed to transmit at time t+2. Under left-polite policy stations I and 2 have no transmission
constraints; station 3 is prohibited from transmitting at time t+1 and station 4 is prohibited

from transmitting at time 1+2. 0

7

'in contrast to the previous definition of "successfully heard".
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I

7.3 On the Capacity of the System I

In this section we study the capacity of a very fast bidirectional bus system. The impor-

tance of this study is that the capacity of a system forms a reachable upper bound on the system

transmission capabilities, and thus provides an evident for the system potential.

7.3.1 The Defltion of Capacity

In the following we are interested in the logical" capacity of the system. For a given sys-

tern, consisting of N stations, it is assumed that a station can transmit one unit of information

(one packet) per one unit of time. Since our interest is in the point-to-point performance of the

system, a packet transmission in defined to be successful if the packet is transmitted by station i,

destined to station j, and received correctly by station j. Let I denote the time, and let P(t)

denote the number of packets transmitted and successfully received in the system by time 1. The

throughput of the system is denoted by S and defined as:

S lim ". ~~~t--aDt•" ."

The capacity of the system, denoted by C, is defined to be the highest achievable throughput of
the system.

To understand the capacity definition and its importance, let us calculate the capacity of

some simple systems.

First, let us consider a system consisting of two stations, connected by a point to point

line. Each of the stations can either transmit or receive, but cannot transmit and receive simul-

taneously. This system is depicted in figure 7.6.

station 1 station 2

Fig',re 7.: The Capacity of a Point to Point Two Station System is I

It is obvious that the capacity of this system, according to the definition given above, is 1; i.e..

the maximal number of packets that can be transmitted and received, per unit of time, is I. It is

also obvious that if in this system, the stations are able to transmit and receive concurrently,

than the system capacity is 2.
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Next, let us consider a system which consists of N stations where each station is con-
nected to every other station by a point to point line. Like in the previous system, here too, each
station can either transmit or receive, but cannot do both concurrently. This system, is depicted

in figure 7.7.

I 8 |

2 7

31

4-5

Figure 7.7: The Capacity of a Point to Point Fully Connected N Station System is N12

It is easy to see that the capacity of this system, if N is even, is N/2. The reason is that the max-

imum number of conversations that can be handled concurrently, is N12.

The last system to be considered is the one hop packet radio network consisting of N
stations. Here, if the distance between the stations is assumed, to be negligible, then at every
moment at most one station can transmit. The reason is that if two stations transmit con-
currently the packets collide and get garbled. Therefore, the point-to-point capacity of this sys-

tern is 1.

It should be noted that the defnition of capacity as given above, gives a measure for the
concurrency of the system. The capacity of the system can be thought of as an average over time
of the maximum number of conversations that can be held concurrently in the system.

" This is the traditional assumption in the analysis of one hop packet rdio networks
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Having defined the capacity measure, we now calculate the capacity of our system under

several constraints. First, the capacity of an unconstrained system is derived.

7.3.2 Two Upper Pounds on the System Capaeity

In the following, we derive two upper bounds for the throughput in the system. These

*- will serve also as upper bounds on the system capacity. Before deriving these bounds, some

* more definitions related to the time-space domain are required.

A point (t,i) in the time-space domain is called a trsnomitason point is station i transmits

a packet at slot I (i.e., starts transmitting at time t). A point (t,i) in the time-space domain is

called a reception point is station i hear a single transmission at slot t and if this transmission is

destined to station i. A line which contains the points (t,(), (1+1,2), (9+2,3), -, (t+N-IN) is

called a left diagonal (a diagonal that starts from top left and goes to bottom right). Similarly, a

line which contains the points (t,N), (t+lN-I), (8+2,N-2), .., (t+N-l,1) is called a right diag-

onal.

Using this notation we next derive the upper bounds on the system throughput. First it -.

is shown that the system throughput is bounded by half the number of stations.

THEOREM 7.1: Let N be the number of stations in the system, then the system throughput
obeys: S<,V/2.

Proof: Let T(t) be the set of transmission points (t',i) such that t'<t. Let R(t) be the set of
reception points 4t',i) such that t'<I. Le (t,,i) be a reception point in R(t), then there exists a

transmission point (t2,) which is in T(t) and which corresponds to (t,i). This is the transmission

point which corresponds to the transmission of the packet successfully received at (t1,i). For this

,. reason we conclude that the sise of the transmission-point set is larger than or equal to the size

of the reception-point set: JT(t)IJ2,.(T)I. In addition, the sets of transmission points and
reception points must be disjoint (a station cannot transmit and receive concurrently) so the

number of points in the union of R(1) and T(t) cannot exceed the number of points in the rec-

*tangle Nx t. Thus JR(I) +1 T()I_,N-t. Therefore we have:

t 2

* Now, since the number of packets successfully received by the time t equals to the number of

points in R(t), we finally have:

S lim - . < N-V
~ 2
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The next theorem states that the system throughput is upper bounded by 2. To prove

-ji this theorem let us consider, for a moment, a system consisting of N stations connected to a uni-

directional bu&. Without loss of generality, let us assume that packets are transmitted in this

system from left to right. Now let us examine the time-space domain for this unidirectional sys-

tem.

LEMMA 7.2: Let d be a left diagonal in the time space domain representing the unidirectional p
system. Then, there exists at most one reception point on d.

Proof: For the contradiction assume that d contains more then one reception points, and let R,

and R2 be such two points; let R, be the upper point of the two (see figure 7.8).

stations
1 2 ,. . N

d R Z

ti me

Figure 7-8: Two Reception Points in tbe Unidirectional System

Since all packets are transmitted left to tight the transmission heard at the point R, must be

also heard at R2. This is in contradiction either to the assumption that each transmission is des-

tined to exactly one station, or to the assumption that R. is a reception point. By the contradic-

tion, the claim is proved. .

LEMMA 7.3: The throughput of the unidirectional bus is S< 1.

Proo From lemma 7.3 the number of reception points in the rectangle tXV must b
obey: IR(1)l<t+,N-. Thus:
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S <ia I+N- - I - l N-i

and the proof follows. N I-.?_.rn-

Now that we examined the unidirectional bus system, let us return to the bidirectional - -

bus system.

THEOREM 7.4: The throughput of the bidirectional bus system obeys: S< 2.

Proof: Let SYSI be the bidirectional bus system. Let SYS2 be a system with the same number

of stations, which are connected to two unidirectional busses: one is used to transmit packets

from left to right and the other is used to transmit packets from right to left. Let us assume that

in SYS2 each station is connected to each unidirectional bus according to the same rule a station

is connected to the bidirectional bus in SYSI; i.e., a station can transmit on the bus or receive

from it but cannot perform both operations concurrently. In addition, let us assume that the

operations taken by a station on one bus are independent of the operations taken on the other !

L. bus; for example, a station can transmit on one bus and receive from the other bus concurrently.
-" Clearly, the throughput of SYS2 cannot exceed the throughput of two separate unidirectional

systems. so: S(SYS2)<_2. In addition, from the assumptions made above it is easy to see that

* the maximum achievable throughput of SYS2 is not smaller than the maximum achievable

throughput of SYSI. The reason is that any operation operated on the bidirectional system can . .

* be simulated on the two unidirectional-line system. Thus, it follows that S(SYSI)<2. a

7.3.3 The Capacity of an Uneonstrained System-

In this sub-section we present a lower bound on the capacity of an unconstrained sys-

tern. The lower bound presented is very close to the upper bound derived above, and thus deter-

mines the system capacity.

To prove that z is a lower bound on the system capacity one has to show that the

throughput z is achievable on the system. Using the time-space domain, in figure 7.9 we depict i

*. transmission pattern implemented on a six station system. The throughput of this pattern when
10implemented on the six station system yields throughput of value S--L. It is easy to see that
8

this pattern can be implemented for a general N station system yielding throughput of value

S=2-/N. From this observation we conclude:

COROLLARY 7.5: The capacity of a non constrained N station system is:

2 < C min(2,-) (7.1)
N 2

174



S - . ..-.. r. r . 7.. . .-- - - r

stations
1 2 3 4 5 6

10-

Figure 7.9: Throughput of Value 10/6 is Attainable on a Six Station System

7.3.4 The Capacity of a (Strictly) Fair System

tn the previous sub-section we derived the capacity or an unconstrained system. How-

ever, the pattern used to derive a lower bound for the system capacity does not obey the restrie-

tic. of either a fair system or of a strictly fair system. Tbe reason is that according to that pat-%

tern most transmissions in the system are originated at the end stations (1 and N) and destined
to these stations. Since fairness is a property which may be required from Most systems it is

important to see if the performance of the system is not degraded under the fairness require-.

ment.
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In figure 7.10 we depict a strictly fair transmission pattern implemented on a six station

system. It is easy to check that in this pattern there is exactly one packet transmission from •

every station i to every other station j (ij;j). Thus, if the pattern is repeatedly applied, the

transmission policy is strictly fair. The throughput achieved by this particular transmission pat-

tern is 30/22. It is easy to implement this pattern on a system consisting of an arbitrary (even )

number of stations N. The throughput attained by such a pattern can be calculated as S
following: First, the number of transmissions in the pattern is N(N-I) (from every station to

every other station, exactly one packet). Second, the time it takes to complete the pattern is the

following sum:

time - 2+2.(4+6+8+-.. N) = N 2+2N-4 (7.2)
2

Now, dividing the number of transmissions by the time we get the system throughput:

S-2. N-N (7.3)
N2 4 2N-4

tI

A more efficient transmission pattern for the strictly fair system has been suggested by

C. Ferguson [Ferga83. This pattern is depicted in figure 7.11; the throughput attained by this

pattern is:

S-2 - 4 (7.4)
N+2

,. From this result, and since the upper bound derived in sub-section 7.3.2 holds for the strictly fair

-" system, we conclude:

COROLLARY 7.1: The capacity of a strictly fair N station system is:

4 V
2 - < C < min(2,--) (7.5)

N+2 -

*- 7.3.5 The Capacity of a Polite System

In this sub-section we calculate the capacity of a system where all stations are polite. As

defined above a polite station is not allowed to transmit when it hears a transmission originated

from another station.
F

The following lemma states that the number of transmission points on a diagonal (in the

time-space domain) is bounded:

LEMMA 7.7: Let d be a left diagonal in the time-space domain representing a polite system.

A similar pattern can be used for systems consisting of odd number of stations.
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stations

I I

15

20 1

time

Figure 7.10: Strictly Fair Throughput of Value 30/22 is Attain able on a Six Station System
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stations
1 2 3 4 5 6

5-

10 I

20-

time

Figure 7.11: Strictly Fair Throughput of Value 30/20 is Attainable on a Six Station System
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Then, there exists at most one transmission point on d.

Proof: For the contradiction assume that there exists a left diagonal with more than one

transmission points on it. Let d be such a diagonal, let T, and T2 be two transmission points on

d, and let T, the upper of these points. Clearly, the transmission originated at T, must be heard - -

at the point T2, in contradiction to the assumption that the system is polite. By the contradic-

tin the claim is proved. -

From lemma T. it is now easy to show that the capacity of a polite system is exactly 1.

THEOREM 7.8: The capacity of a polite system is exactly 1.

Proof: First we show that the system capacity is upper bounded by 1. Let T(e) be the set of

transmission points (9',i) such that '<t. Let R(t) be the set of reception points (1',i) such that

t'<L. As shown in the proof of theorem 7.1, the size of T(t) is greater or equal to the size of

R(t), i.e., I T()tl R(1). The number of packets transmitted and successfully received by time t is

P(t)=JR(t)t. From lemma 7.7 it is obvious that the size of R(t) is bounded by the number of p
left diagonals in the rectangle tXN, i.e., IR(t)I L+N-1. Thus, the throughput of the system is

bounded by:
S< =im _ I  lim N-I

S < lim-i -.- I t-o I

Therefore for every f>0 and for every throughput S attainable on the system, S<1+t and the

capacity of the channel is upper bounded by 1.

Now, it is easy to see that throughput of value I is attainable in the system, this can be

achieved by having station I transmitting all the time and all the other stations stay silent. E7
Thus, we conclude that the capacity of the system is exactly I. "

After calculating the capacity of a polite system, we next discuss the capacity of a

unidirectional-polite system. It is easy to see that if the direction of politeness can be chosen for

every station independently of the politeness direction chosen for the other stations, then the

capacity of the system can get close to 2. To verify this property observe figure 7: Let station • -

I be polite to the left and station 6 be polite to the right (which actually implies no politeness of . . :

these stations), let station 2 be polite to the left and station 5 be polite to the right, and let sta-,

tions 3 and 4 be either polite to the right or polite to the left. Under this politeness rule the

transmission policy depicted in figure 7.9 is still valid and the system throughput can get as high

as 2 .- /N.
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On the other hand, if the politeness direction is chosen to be uniform (i.e., either all sta-
tions are polite to the left or all stations are polite to the right) then lemma 7.7 still holds* and
the system capacity is 1.

7.3.6 Disusiom

From the analysis made above it is evident that the potential of the fast bidirectional

bus system is relatively high. The capacity of similar single shared-channel systems, like the one-
hop packet radio network or the relatively-slow bidirectional bus system, is known to be 1. In
comparison it was shown above that the time-space event-separation observed in the very-fast

bus system allows the throughput of this system to get as high as 2. This is shows to hold even

if (strict) fairness is required in the system.

However, a shown in sub-section 7.3.5. forcing on the system the politeness property, a

property which increases the actual throughput of a relatively-slow bus system (like in the

CSMA access scheme), decreases the system capacity down to 1. Nevertheless, applying direc-
tional politeness, does not necessarily degrades the system capacity.

The bounds on the system capacity versus the system size (number of stations in the

system) is plotted in figure 7.12.

7.4 The System Performance Under Stochastle Arrivals: A No-queuelng Simpliste
Model

After studying the bounds on the system performance, next, in this section we study the

system behavior under the assumption of stochastic arrivals.

The system model is the one given in section 7.2 above. The arrival process (i.e.. the
way by which packets arrive to the stations) is modeled according to the "traditional" model

used in the literature (see for example, IAbra731) of packet radio networks. According to this

model, the packet transmissions of each station are modeled as a sequence of independent Ber-
•oulli trials. This sequence represents the combined stream of old retransmitted packets and

newly arriving packets. Thus we have:

G, - Prjith station transmits a packet in any given sloti i 1,2,-..,N :"" . -

* Lemma 7.7 holds for a a left-polite policy; clearly, a symmetric lemma holds for a right-polite
policy
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Figure 7.12: Bounds on the System Capacity

Since in our model there is importance to the packet destination', we define further more the
destination of each packet sent:

F. Pr~station i's packet is destined to station j) ~

This definition obviously requires:

the destination information is not important in the model of one hope packet radio network,
since the successful reception of a packet does not depend on its destination.
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Two important parameters are considered in thn model: the average rFfflc (per slot),
called also the offered tend, sad the throughput. The offered load of station i is the expected

number of packets (per slot) transmitted by this station. This in demoted above by G,. Similarly,

the offered load from station i to statiom j, demoted by G,,, i the expected number of packets

transmitted from station i to station j. From the assumption made above it is obvious that

G, = r,,*G,. The total offered load of the system, denoted by 0, is the average number of pack.

eta transmitted (per slot) in the system. Obviously we have G - G 7,.

In a similar way we define the throughput of the system. The throughput of station i,

denoted by 5S, is the expected number of packets (per slot) originated at station i and success.

fully received at their destination. The throughput from station i to station j, denoted by 5,, is

the expected number of packets (per slot) successfully transmitted from station i to station j.
The total system throughput, denoted by S, is the expected number of packets (per slot)
transmitted and successfully received in the system. Note that this definition of throughput is .

consistent with the definition given is section 7.3 above.

7.4.1 Exet Throughput Analysis of a Non Polite System

We start the throughput analysis of the system by studying the non-polite scheme. In a

non-polite scheme the behavior of one station is independent of the transmissions of the other

stations; thus, using the model described above it is easy to calculate the system throughput.

Let i and j be two stations in the system and let i~j. To derive the throughput from .
station i to station j let us examine a time slot t and calculate the probability that at this slot

station j successfully receives a packet from station i. This event occurs if and only i/the follow--__

ing conditions hold:

1. At time 9+i-j station i transmits a packet destined to station j. This occurs with pro-

bability r, G,.

2. Station j does not transmit at time I.

3. For every station k such that k<j and k'i, station k does not transmit at time I l+k-j.

The probability that station k does not transmit at that slot is I -Gk.

4. For every station k such that k>j, station k does not transmit at time t+j-k. The pro-

bability that station k does not transmit at that slot is I -G e.

Now sisce all events in the system are independent of each other, the probability that station j
successfully receives a packet from station i (at time i) is simply the product of the probabilities

gives above. Since this product is independent of 9, the throughput from station i to station j is
equal to this product:
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I., M TG.- (1-IGk (7.6)

From (7.6) it follows that the total throughput originated at station i is:

S,- ., - G."(1-C,) -I,,...,N (7.7)

This is exactly the throughput of the slotted Aloha system derived by [Abra73J.

When the stations assumed to be symmetric. i.e., when G, -- G for every i7j and

kyl, then the system throughput is:

S - NG(I -G)s 'z  (7-8)

This expression is maximized when G-1/N, so the maximum attainable throughput in a sym-

metric system is:

From equation (7.8) we may conclude that the throughput in a non polite system is

exactly identical to the throughput in the slotted Aloha system. For this reason we do not dis-

cuss in more detail the performance of this system; this discussion can be found in the literature

dealing with the analysis of the slotted ALOHA system (see, for example, [Klei761).

7.4.2 Polite Systems An Exact Analysis of a three Station Symmetric System

After analyzing the throughput-load relationships for a non polite system we next study

the stochastic behavior of a polite system. The system model is similar to the one used in sub-

section 7.4.1 above. This means that queueing behavior is not represented in this model and that

the transmissions of each station are modeled "like" a stream of Bernoulli trials. We say "like"

since the politeness rules do not allow the transmissions of a station to be a real sequence of Ber-

uoulli trials.

For this reason, the transmissions of each station are modeled somewhat differently from

their modeling in sub-section 7.4.1. For station i it is assumed that at every slot 1, in which sta

tion i is not forced to be silent by the politeness rule, i will transmit with probability G,. Thus,

if we observe the slots at which station i does sot obey the politeness rule, the packets transmit-

ted from station i behave like a stream of Bernoulli trials. p

Two symmetry assumptions are used in the following analysis: 1) The transmission rate

G, for symmetric stations is assumed to be identical. Thus we assume that G,-G--p and

G2 "q. 2) The destination of a packet transmitted from station i is equally likely to be any of

the other N-I stations, i.e., r, . for i and r,, 0.
N-1
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Under this model an exact throughput analysis of a three station symmetric system is

given next. The analysis of this system is done by constructing the Markov chain representing -

the system. in contrast to other studies of commuaication networks, in which a state represents

the status of the stations (like "busy*, 'idle" or number of packets in the station's buffer), here

the station status is not sufficient to represent the system. Rather, it is required to include the
channel statue in this representation. The reason for this is that the current location of a packet

affects the future behavior of the system. For example, observe fgure T.3: the fact that during

slot I a packet propagates from station 2 to station 3 implies that station 3 will be polite at slot

t + 1 and station 4 will be polite at slot 1+ 2.

Under this requirement it is convenient to represent the system status at time I by the 0

packets locations on the channel. In figure 7.13 we depict all the possible states in the three sta-

tion system. The number of states in this system is sixteen and they are denoted by e,,e,, ,.

• Sb SC Sd

So Sf Sg Sh

Si Si Sk SI

IS\X

Sm Sn So Sp

Figure 7.13: The sixteen states of the three station polite system
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To better understand these states consider, for example, state #,; this state represents

concurrent propagation of three packets in the system: the first packet propagates from station
I to station-2, the second packet propagates from station 2 to station 3 and the third packet

propagates from station 3 to station 2. Note that these states represent neither the origin nor

the destination of the packets. In figure 7.14 we give an example for the dynamics of the system.

stations

1 2 3

2

3

4

time

Figure 7.14: The dynamics of the System

Three packets are transmitted in this fgure: station I transmits at slot I and slot 2 and sta-.

tion 3 transmits at slot 2. The system state is ed at slot 1, op at slot 2and s, at slot 3.

It is easy to see that the sixteen states given above form a Markov chain. In order to find
the equilibrium probabilities Of the System states, we next construct the transition matrix,.
representing the the transitions in the system. To save work, note that some of the states in
figure 7.13 are symmetric to other states. Thus, before constructing the transition matrix, we
first merge the symmetric states to be represented by a single states. This is done by mapping
the sixteen states DDjD into tern states a1 *,, 1 .This mapping is given in table 74-1.

Now, using the new merged states we construct the transition matrix P. This transition
matrix is given in table 7.2 An entry in this matrix represents the probability ror transition from
the row state (of the entry) to the column state. The symbol j in this table stands for I1-p and
stands for 1 -q. When the probability for a certain transition is zero, the corresponding entry is,- ..

left empty.
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th8

#,, 84

so0

Table 7.1: Merging symmetric states to single states

Let r4 1 ,,be the equilibrium probabilities for the states #6.'b'SP respectively. Let

~ **~~be the equilibrium probabilities for the states ~1~'~~Orespectively. Let r be the

vector (K,r,' .X10) and P be the transition matrix given in table 7.2. Then the equilibrium pro-

babilities can be found by solving the linear system: -

I r P (7.l10a)

10
Sr - (7.10b)

After solving for xf the throughput of each station can be calculated as following:

1--

= (1+1 3 i 7 )9(7.13)

The three other types of throughput observed in the system can be calculated by sym.

metry arguments: -



P.--

o, P 2jp1' 7q 2,pf p1 pq

82 F2 p 5, p2

*3S

a 4-- --

Us 1'2

#7~jr P 1 q p

810 F.

Table 7.2: The transition matrix of the three station polite system

S31 S13 , S32 =S1 S2 1 =S23 (7.14)

Using numerical methods (required to invert the transition matrix P) we have calculated

from equations (7.10), (7.11). (7.12), (7.13) and (7.14) the system throughput as function of the

transmission rates, p and q. The results of this analysis are given in figures 7.15, 7.16, 7.17, 7.18
and 7.19.
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Figure 7.16: A contour map of tha side-to-side throughput in a three station system

Figure 7.18 in a three dimensional plot of the throughput originated at the middle node

and destined to a side node (the sum of S21 and S23) an function of p and q.

Laitly, figure 7. 19 depicts the total throughput (5) in the system an function of p and q.

A discussion of the system behavior, as observed in these figures is given in sub-section

The results reported in this sub-section are important for the understanding of the sys-

tem behavior. However, the drawback of the method used here is that it cannot be used to

analyze the system throughput of larger systems, The reason is that the number of states in the

Markov chain, according to the representation used in this sub-section, grows exponentially with
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Figure 7.17: The side-to-middle throughput in a three station system

the number of stations. It is easy to see that the number of states, as function of the number of

Stations is: 2 -221. Thus the number of states ror a tour station system is 64. and for a five sta-

tions system is 258 '. Since in order to solve the NMarkov chain one has to invert the transition

* matrix (an MX M matrix where M is the number of states), it is obvious that the exact method

* cannot be used to solve for the throughput of systems with more than five stations. For this rea-.

son in the next sub-section we suggest a method for approximating the system throughput.

*The reduction in number of states achieved by merging symmetric states is at most a factor of
two, thus, even after this reduction at lea&t 2MVN31 states are required.
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Figure 7.18: The middle-to-side throughput in a three station system

7.4.3 Polite Systems An Approximation for an N station System

[a this sub-section we suggest a method for approximating the throughput of a polite N
station system. This method is derived from analyzing the time space domain of the N station .

system.

Let the triple (RS,k,t) denote the event that during slot I station k hears a packet arriv-
ing from the right. Similarly, let the triple (LS~kt) denote the event that during slot I station k
heans a packet arriving from the left. Let the triple (Q,k,t) denote the event that station k is
quiet (does not transmit) at slot 9.
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To derive the system throughput we Arst calculate the probability for the event (LS,k,l)
occurs. Clearly, at time I station k does mot hear a packet arriving from the left if and only if! for
every station j, such that l:5j<k, station j does not transmit at time I+j-k. Thus, the proba.
bility of the event (LS,k,t) can be calculated as following:

Prj(LS,k,t)j -PIQk1*1,Qk2l-)*,Q11-+1j(.5

This can be calculated as:

Prj(LS,k,t)I -pr((Q,k-1,9-1) h~Q,k-2.t-2),--.(q,1,t-k+ lfl

The conditional probability given above can be calculated as following:

Pr~~-, - 1 jqk2 )-- 1 r(Sk1ai (~-,-),(q,l,:-k+)I (.17

Now to calculate the expression

Pr((RS~k-1,9-1) I(Q,k-2,s-2)....,(QI1-k+ 1)J

we make the following independence assumption on the system:

The independence aesumplion.: The event (RS,) is independent of the events
(Q,k - iL-1),- .,(Q, 1,9 -k+ 1).

This assumption means that the event that station k hears at time I a transmission
arriving from the right, is independent of the fact that stations k-i,k-2, --J are quiet at times

-1, -,~*,s-k+1,respectively. Obviously, this is not a true property of our system since these
events are correlated to each other. However, it is easy to see that the dependency between these -

events is relatively weak and thus we assume full independence.

Let Rk denote the probability that during slot station k does not hear a transmission

arriving from the right, i.e.:

Rh , Prf(RS,k,t)l

* Similarly let:

Le Prf(LSkAt)J

* Then from the independence assumption and from equations (7.10) and (7.17) we may conclude:

Lh - (1 -Rk-d GkI),(l -Rft.2 *Gj.2) ...(I -RC-) ;kml.2,-',N-1 (7.18)

In asymmetric way we can calculate R,:
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Figure 7.19: The total throughiput in a three station system

-t (I -Lt..I G~o ),(I -L+2Q:)( -L.1 G k=2,3, ... 19)

The values of R, and L., is obviously 1.

Now equations (7.18) and (7.19) form a set of 2N-2 equations in '2N-2 v.ariables, a set

which can be solved by numerical method.

Having the values of L1,L2 ,.-L k and of R1,R..- , Rt we next calculate the probability

that at time I station k successfully hears a packet transmitted from station i.Let us denote this

event by H(k,j,I) and let us assume that j<k. Then, H(k.j,t) occurs if and only if the following
holds: I' At time I -k~j station j does not bear a transmission arriving from the left. 2) At
time I-k+j station j~ does not hear a transmission arriving from the right. 3) At time t-k~j I
station j transmits. 4) At time Istation k does not heat a transmission arriving from the right.
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Thus we have:

-Pr[(LSAkI), I -(Qj,1-k+j)j.Pr(-(Qj,f-k+i)j (7.20)

From the independence asumption, it is easy to show that:

Prj(LSAk,), j-QjIkjj-Prj(LS,k,t)j Lt (7.21)

Again, from the independence assumption, we have:

PrI-(qjj-k+j)I -LjR (7.22)

Thus, we finally have:

Pr(f(kj,9)j G,*L, R1,Rj (7.23)

From the definition of throughput we have - PrjMkj,9)l. so:

-I GL,-R),Rt ; .<'k (7.24a)

If j~k then we have:

li -RLI, i jk (7.24b)

Thus from equations (7.18), (7.19), (7.24s) and (7.24b) one can calculate the system
throughput as function of the transmission paramneters.

If we assume that the system is symmetric, namely, that G,=G2 - GN -p then
clearly we have:

R& Lyk.. ; k-,2", (7.25)

* For the symmetric system let us denote:

It L* L

* so we have the following set of N-1 equations:

It -0 (-Ip,-4...5p).(-I-.s 0.1 -Vp) ; k"2,3,-,N 17.26)

And the throughput from station to station k is given by:

Si P-11. - ; (7.27)
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7.4.5 Polite Systeamn A Verifcation of the Approximation Method

To verify the accuracy of the approximation method suggested above, it is important to
compare the results predicted by this method to the exact throughput in the system.

Testing the accuracy of the approximation method for a three station system is not

difficult. The results reported in sub-section 7.4.2 give an exact calculation of the system %

throughput as function of the transmission parameters for a system where the side nodes are

assumed to be symmetric. The approximation method yields a set of two (only two due to the

symmetry of the side nodes) equations:

12-1-3P (7.28a)

13-(-13A p -'29) (7.28b)

This set can be solved analytically to yield expressions for the values of i, and I. from which the

system throughput can easily be calculated:

SIS S31 13P

S1 2 -=S,,=-P.(. -P)

S 2  -- 4q (7.2)

To compare the approximation results to the exact results let us assume that the system is fully

symmetric, i.e., p q. Under this assumption we plot in figure 7.20 the system throughput as

function of the transmission parameter p. Four throughput curves are depicted in this figure: 1)

The throughput from a side node to the other side node (S1 3+S3 ). 2) The throughput from a

side node to the middle node (S+S2). 3) The throughput from the middle node to a side node

(S+S21). 4) The total throughput (S). The solid line in this figure represents the exact value

of the throughput and the broken line represents the approximation. From this figure we can

make the following observations on the quality of the approximation:

!. The general shape of the approximation curves is very close to the shape of the exact -

throughput curves.

2. For the range p <.5 the throughput values predicted by the approximation method are a

very good approximation of the true values. For the range p >.5 the approximation

prediction is not as good.

3. The values predicted by the approximation method for the total throughput are very

close to the true values (three percent error at most!) for every value of p.
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Figure 7.20: The throughput im a fully symmetric three station system

Next we examine the approximation method when applied to a Ilve station fully sym-
metric system. The approximation method yields a set of four equations in four unknown van-
ables, a set which can be solved by numerical methods. Since we cannot derive an expression rotr
the exact throughput in the system a simulation program is used to And the true values of the
system throughput. Figure 7.21 depicts the comparson between the approximation results and
the simulation result. for this system. Four curves of throughput are plotted in this Agure: 1)

* The total throughput originated at station I (S1 ). 2) The total throughput originated at station
2 (S2). 3) The total throughput originated at station 3 153). 4) The total system throughiput (S).

* Due to symmetry arguments the other types of throughput S. and S&. are equal to S2 and S1,
* ~respectively. The solid limes in this figure represent the results predicted by the approximation*, .

method. The point. represent the simulation results. The observations made on the approxima.* -

tion, of the three station system, apply to this fIgure too. Nevertheless. it can be noted that the
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accuracy of the approximnation for the five station system is better than that of the three staion
system.

S
1.0

0.8- OA

0.6-

S3

0.2-

0.0
0.0 0.2 0.4 0.6 0.8 1.0

Figure 7.21: The throughput in 3 fully Symmetric five station System

7.4.S A Dlncumulom of the SysUtr Performance

The analysis done in this section reveab the important properties of the very-fast bus
system. These properties are discussed next.

From the throughput analyss done for the three station system we can study the system
behavior under nOn symmetric input loads. From figures 7.15, 7.18 and 7.17 it can be seen that
the throughput originated at the side stations (I and 3) behaves as following: 1) When the
offered load of the middle station (G2) stays constant, the throughput of the side stations%.

increases with their offered load. Note that although the two side Stations compete with each
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offered load of the middle station stays constant, its throughput decreases with the offered load
of the side stations.
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These properties cza be summarized as following: When a certain station increases its

load, the throughput originated at this station will increase while the throughput originated at

the other stations will decrease. This behavior is quite common for shared channel communica-

tion networks; for example, the slotted ALOHA system, or the non-polite system described in

sub-section 7.4.1 above behave the same way (see equation (7.7) which describes the throughput

in these systems).

While at the individual station level the polite system behaves very much like other .

shared channel systems, the advantages of this system are revealed by examining the global

behavior of the system. From figure 7.19 it is easy to see that the total throughput in the system

increases both with p and with q. This means that increasing the offered load either of the side

stations or of the middle stations, causes an increment in the total throughput. The importance
of this property is that the system is very stable: whenever the system load increases the S
throughput increase too. This property is not very common in shared channel communication

networks. For example, the slotted ALOHA system mentioned above is not stable (see fKlei76

for example); in that system an increase in the offered load may cause the throughput to

decrease. - "

The importance of the stability property is that no special mechanisms are required for

controlling the system stability. In the non stable systems, like the slotted ALOHA, it is required
to control the offered load to prevent the system from getting into unstable situations (situations

in which the system blocks itself); here these mechanisms are not required since the system con-

trols itself in a natural way.

The explanation for this stability property can be given by observing the station
behavior in the time-space domain. Let i be an arbitrary station in the system, and let us assume -
that at time I station i transmits a packet. Now, let us examine the behavior of this station at
time 9 +1. If the offered load of station i is relatively low, the station is not likely to transmit at
time +1; if the offered load is relatively high, the station is likely to transmit at this slot. Thus,

if the offered load is high, a successful transmission at time i will imply a sequence of successful
transmissions originated at station i. This is true since stations who are polite to the packets ori-
ginated from i at time t will continue being polite for all the packets transmitted from i after
time 9. This behavior is very similar to the behavior of the exhaustive scheme studied in chapter
5: A station who transmitted a packet is very likely to continue transmitting additional packets.

It can be observed, therefore, that at high loads the system is very likely to run itself
into *self synchronization" states. In these states, a single station will successfully transmit a
sequence of packets while all the other stations politely listening. [i contrast, when the offered

load is relatively low, the system is not likely to get synchronized, and its behavior is quite ran-
dom.
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When the system is fully symmetric, its behavior is very similar. Figure 7.20 shows that

at low load the throughput of every station increases with the offered load. At high loads, in

contrast, the throughput of the middle statiom increases with the offered load but the throughput

of the side stations decreases with the offered load. However, ..e total throughput always

increases with the transmision parameter p. Similar properties can be observed in the behavior

of the By* station system and the ten station system. This cam be seem in fagures 7.21 and 7.22.

Next let us compare the throughput observed in difereut system. Figure 7.23 depicts

the total throughput as function of the transmission parameter p, is several symmetric systems.

S
1.0

0.8

0.6/ 5 STATIONS

0.4-

0.2-

0.0 P

0.0 0.2 0.4 0.6 0.8 1.0

Figure 7.23: A comparison of the total throughput for different networks "

The curves plotted in this Igure correspond to the values calculated by the approximation

method. From this figure we may learn that for a given value of the transmission parameter p,

the system throughput increases with the number of stations. The reason is that by holding p

constant ad increasing N, we cause the system to be more "nosyo (more stations transmit with
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APPENDIX A
Random Polling: The Analyss of &be Exhaustive System

A.1 Gamnblew~s Ruin Fioblen

The model of the Gambler's ruin problem is closely related to the exhaustive service
model. In the following we describe this model and review the important know. reslts related to

this problem. A detailed analysis of this problem can be found is many references, for example,

see jTakaS3, Konhgoj.

We consider a gambler who starts gambling with initial capital W0 (>0). The gambler

plays a sequence of independent and identical games. The gain on the nth game is X. and the

fee for the nth game is 1 unit. The capital after the nth game is:

W. W 0+X+X,+'+X*-M ">I

The fembler's rusin lime, denoted by T, is the smallest ns for which the gambler's capital
becomes zero:

T -min(":W. =01

The statistical measures of the initial capital and of the gains on the games are defined to be: .*

An important role in the analysis of the gambler's ruin problem is played by the z-

transform 19(w). This is the t-transform of the ruin time when W. 1. and is the solution of the..

following equation:

e(W)-u;PlejW)I 0 Ie(w)I <1

The derivatives of e(w) can be found from the above relation:

The z-transform of the ruin time can be shown to be:
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£lw91 - H1(W)I

and the first momnenta of the muin time are:

El W0j var W0] ag El W01l 71- VrfT =+-

_p)2

An additional useful result is the following relation:

E[~zwi - Hid-

A.2 Solving for ffJ)s

To find f~)we differentiate (4.19) with respect to z,. Tb is yields:

f(i) -i JA + +U /(i~s. (A.i1)

Rearranging (Al1) gives:

N~j + 'T A.2)

To solve (A.2) let us evaluate i(k):

Now, subtracting (A.3) fromn (A.2) gives.

I. A& list 114,

which can be rearranged to give:

flkjo -o 1() 1ik1-s)

Now, substituting (A.4) in the right hand side of (A.2) for all values of i gives:

NO .. Pfj)
- ~pr, ~u,~----J(A.5)

P, =1 '* s rap.. )

Manipulating this expression, finally yields the value of 1(j):



Ai) -a,(1-,) ~(A.6)

A.3 Solving for ?tQl)s

To solve for A'.'i) we again note the similarity of (4.17) to the coriesponding equation in

the analysis of N queues exhaustively served in cyclic order (see, for example, (Taka83I). For this

reason, we closely follow the approach taken in (Taka831 to calculate f(i,i).

For the ease of the analysis we again condition our calculation on the queue served dur-

ing the previous cycle. Differentiating (4.17) with respect to :, and z,, gives.

fji' Ii) n -f 2 R(I.:)}F: 1 .z 1 e(f PJZ).z*I....ZN)

+ R,(fl P.(:J)) .(.-Inv....,..( n~ P.(.))z.I.ZN} 81

* - R(nP.z))],[a ~ , ~
a) a-I

+ [jR.(1P.(:.)) ~j~ [aFjz,:8 ~~) zz:)

8z) ~ ( )]1-

('R.flg(R, j z. ~) 1) - , 1ZjN (.8

.MI 1. A- .n .(... . .. . -



'e .. ) (A.9)

AA + ,) iY SA 0

8* 1 . ~ ~ ~ (A *,('() ( 1 1)
016,a," ,s,)i) -

RZ ..... (A.12)

S:Iazk

f(O "(0, i+01 02 ('1)1 + U~( JfIB!i-A fi~~

0 - or i-k

The equations (A.8)-(A.11) can be substituted into (A.7) to yield a relation between f(j,k Ii) to
the set {f(j~k)} and the set (j}.This set can be solved by numerical method to give the solu-
tion of the set ffij}

Now, let us assume that the stations are symmetric. Under this assumption, we can now
drop the subscripts from equations (A.8).(A.11) and substitute them into (A.7). This gives: -

flj,k ji) s + bfflj)+flk)J+ ef(i)+ difi,j)+f(ik)j +flj,k)+ d'f(i,s)
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Ai~ Ii - 4.r(oa-u)+2bf(j)+('' + e)Af(i)+i)+2dfli,,iFli,i)

i~i (A.13b)

fAi,k 1i) & +bjf(k)+df(i)I 3A (A.13c)

fAs,i Ii ~o-) (A.13d)

where

1-p I-N;&

Summing (A.13a) and (A.13c) over all i, we have: 2

f(j~k) - p~f(j,k Ii)

IVI

+ Pk(O+ b~fli)df(k)I) P, (,a blfk) dfl) (boLa)

Similarly, summing (A. 13b) and (A. 13d1 over all i we get:

P. 4 .. r(o2 -p)+2bf(j)+('W +.~L. c~fti)+f(i~i)4.2df(i~i)+ d2f(i,i)) (A. 14b)

Equations (A.14a) and (A.14bl form a set of N2 linear equations, where the unknown

variables are A i-1, ,N, pim, -- ,N. Now, let us assame that the p's are symmetric.

Due to complete symmetry in the system we have:

.... .... .... .... .... ........ .... ...
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flu) Afl) for every and j

fls~i) -Aid,) for every i aad j

-~j flk,I) for iI'j and k3AI

thus, we can define:

P2 f(s') ii .

From (4.25) we know the value of fl):

/1) Nru1-u)(A. 15)
1 -Nit

Now, due to symmetry, p,=I/N for every i. Using this fact ad the notation defined above,

(A.14a) and (A.14b) become:

N

-f(j~k) -~ j k i')

N .2bl+,l+d.rt"+~ 2)J +~ 2 '''I~b1 (A. 16a)

P2) = j~)=,~±~'I)

+ IV0 +ijo 2-u)+261(')+ ( f"/+ ct1+2'+2df(jik)i+ al2} (A. l6b~

Rearranging (A.16a) ad (A.16b) we get two equations with two unknown variables (1)and

P2)):

P2) -a+ F(02 u+~~[(2b4.e-hL+C) ./l)4.f1+J2)/2)+2d/Il)] (A. 17a)

a+ wb'p-+'- + (A. (17b)

No P2 ] N
Solving (A.17a) and (A.17b) fr/)yields:
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t42) -[rio'-asl-jA)(N(I.2d)-iv'd) + 4(p-os)J(')N

+ ((l-aX2bdz+2bd+c+2b)/")+ (1 +d~,)(1 dl~sl~ -ga

+ (26d+264+c+2b)(p-1)/1 )+(1 +2dXI -ol)/') J~L~ A

Substituting (A.14) into (A.18) and manipulating this expression finally yields the expression for
/2):

/2) ~u'(1-u + crN1I-(N+lis+2N-1a2 1 Nrull-ul)

+ Pr 2j&2fI _u12 +~~j2N NuI N I _,O) (.
(1 -NP? (1-Np)'
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APPENDDC B
Random Polling: The Analysis of the G&te System

B.2 Gated Systems Solving for ?(j)

To solve frefj we use equation (4.80):

~ r&s s~fu)+ PJ1() (B. 1)

Rearranging (13.1) gives:

(r 5p~+f( (B.2)

Thus, we have:

1(k) - 1j). for every j and k (B3.3)

Substituting (8.3) into the right hand side or (B. 1) we get:

L= ~Pf)..- p (B.4)

Solving (B-4) finally gives:

B.2 Gated System: Solving for ftJJ)

To compute f 1 we use (4-63a), 14-63b), (4 63c) (4.63d). Assuming fully symmetric system

these equations become:
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f(j,k ji) - j62$+r,2)+ rpf(j)+ risfk)+fli)#1(2r+l1)+f(i,k)

I(i~i 10) - j?(F+ r2) +r(a'..u)+2rpfj)+fli)Io'-u +p 2r+ 1)I

f(j,k 1A) - jl(6+r2) +ri4(k)+f(j)p'2r+l) +Isf(j~k) +is 2fj~j)

j~b (B.6c)

fAj,j 1j) -AV~(~+ 4) +r(02-A) +/(j)fr2 -P +#12r+ 1)1 +p~f(j~i) (B-5d)

Now, assuming that P. - 1N for all i, and uneoaditioning (B.6) we set:

/)-AM~) - at+ 2P)+ a/2) (B.7a)

t') - bj+j) - + + b3J(') (B.7h)

* where:

N

0N-2

bi= ;Af(2+ r2))+ r(oIjs)+2rp.sL N 1Io2A j(r1)

N-1

-V-

N
The solution of (B.7a) and (B."sb) is:

/2) -s~bb,+s41-b)-I(B.8)

Evaluating the denominator of (B.8) we get:
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2

Evaluating the numerator of (B.8) we have:

b1(a2 -1)-s 1b3

-{2((2+r))+ r as N- -rP' -P122 + 2r+)}{1+s-A+

N

which, after some algebra, becomes:

N21

Now, substituting j from (4.62), we get:

2I NrJAN-11-11 Nlru2 (u +2r) +N~+NruA +,Vi2U(6+r2) B.10)

Now, dividing (B.10) by (B.9) we finally get:

f2) Lo2 r~jl-fN-I)u (62 r2 lN112

- +
(1+ p)( -No )2  (+J1N

+ p( (u+2tM Vr2  u aNr itNr (B 1) E
(1p)l-P) (+.")(I-N.p) (I+,w)(I -V) 2
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APPENDIXCC
Random Polling: The Analysis of the Nom-Exhauative System

To solve the son-exhaustive system we need the first two derivatives of P(s), Ptz)N,

R(z),and R (P(z)Nv). These are:

O____ MI I -+P (C.I a)

8:pz~ aq(ZA -~p N@ -NISji1

a4fV~, No i'.~*A'N'. (C-lb)
8: 832

aRIM.-II f p a2RIPI (61+* + r(a-)(.)

8RIPtd~j z - a N(I Ml jr -NUN (62 + r2)AN'u2 Nrjo2-ss) (Cild)
8: 842

* C.1 Solving for F(O,1,1p....1)s

To solve for f. we evaluate (4.77) at z-1. Using L'hospitals3 rule, and differentiating

both the numerator and the denominator of (4.77) we get:

I-N -N (C.2)

from which (4.80) immediately follows.

* C.2 The Derivation of Equation (4.83)s
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Differentiating (4.77) with respect to z at z-1l we get:

CIFIZ.Z..*).Z -(N-l) 1. (P-L-1Allv-LJG- P.,JNJYi + f._____-)~.z-PzjN*C3

L i-R(P(:)PP(olY" as: L Z-R ((Pjj)J{Piz}1'

To evaluate (C.3) we need the following derivatives:

~i~P~)NJI~{~)}JI -Nas (C.4a)

V(P~uj (~-{~z)") =2(1 -Np)Nra -jNu1+ N(au)j (C.4b)

-[z-H((r~z)rNJ-IP~z)IN],, I-Nrai-Nas (C.4c)

S[z -R ({pZ)Yj).{p(Z)}N],_ 1 - -((O+ 
2)(N2 a,2)+ Nr(u2-ai)+2rN2a12 + .R*ZM

2+ N(o2 -4.4d)

Applying Lhbospital rule to (C.3) we get: --

I NA

BF1Zz.*.) -(N-I)f 1* 1N
as I'1 -Nris-Naj

+ fj (2(1 -Nu)Nrus-1N~iu2+ NN72-ju)IlI, - Nris -Na 1
I2(1 -Nras- NM) 2 J

fo ~i 6 2+ r2) N z2 1 + N r fu2 - uil+ 2 rz V2  2+ jV 2 u,2+ N f 2 _-U i}41 -N ,A21 N t s N ) 2 (

Manipulating this expression and substituting 10 from (4.80) we then get (4.83):

N.8F , ,1.1 (N-1)(I -Nj) +. Nrof + +NI
I -NU- N;& 2(1 NIu)4 -aNriu) 2(1 - Np -Nr) 2

C.3 The Derivation of Equation (4.84)t

Recalling Equation (4.79):

To evaluate the derivative of (4.79) with respect to z at :-1 we need the following derivatives:
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CIS

aI2[R (P(z)).- (z -P(--))],. 2rga(I j)as) p+ as (C.6b)

j~-[:-RP(:).P( (z+(N-)z),~. - 1NM Nrp(C.6c)

- [i(. v')a'+ r(a' -as))+2Nras'+ 2r 1(N-l)+ N(o'-aus)+ 2a(N-1)I (C.6d)

- (C.6e)

-~{z (t)) ( ~~)),. -- 2a+2ras'+(e'-j&+as')J (C.8f)

Now we differentiate (4.79) with respect to aand evaluate the derivative at :=I. Using (C.6) we

get the derivative of the second term in the right hand side of (4.79):

*z 19ff~jAt(-itf I W0 (o 2risI -# -o +09'. 1 1-Nis-Nrls)

+ .~-ii)j N((62+ ,Z)pj2 4. uo2 -a)}+2Nra2+2ra(NlI)+N(u2..as~a2)+2ut(NI)

21-Nas-Nrasj2

which, after manipulation, becomes:

Nru'+fN-i~ ~ 21 -IVI& Ir' -Nis -NrN~ rH is C7

Differentiating the first term in the right hand side of (4.79) we have:

-(-)I-Nas-Nria (-jsNi

-J'N((P+ r')p'+ r(f9-,u))+2Nras'+2rIs(N-i )+MNo 2-as+as) 2( -111-a)
-(N-i)f 0  '2(1 - Np-Nra)'
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which after manipulation becomes:

_ _ _ _ _ f0 jC2+,aU_ 2 -Nr~s'+N uN6-r 2 ) C8N -No"~ 2(1 -NUis-N1rji)2  (8

Now. summing (C.7) and (C.8) we get from (4.79):

.3z 1 1No -NrpA

+u +  N 2 1 -Ni )(~r1 -2Y -rp)~~+ N (C.9)

,w'hich is equivalent to equation (4.84).

C.4 The Derivation of Equation (4.35):

To solve tar f, we use (4.81) to equate the right hand side at (C.51 with the right hand

side of (C.9). This yields:

(N-i N= N Yr.U+ Nuf I-NPV(2-r2) -2Nruj2+(C2+N)

1 -Np - Nrj 2(1 -Np)( -Nj - Nrs)

+ -NrU2+.V~2 f-sjr(1N6f-N-ruI(Co

211 -Nos)(I -NIA -Ntri)

Manipulation of this equation gives the value at fl:

= o+i)Nr
2(1 -Nis)

CA5 The Derivation of Equation (4.89)t

We recall that customers arrive to the system in bulks and that X,(1) denotes the size of
the bulk arriving to queue i at time 1. We also recall that under the symmetry a.ssumption we
have:

Ef( jl= Var(XV(t)j a2i12...

Now we look at a tagged customer, let say C,, who arrives to queue iat time 1. We
denote by V, the number of customers arriving to queue i at time t but queued behind C,. simi-
larly, V, denotes the number of customers arriving to queue i at time i but queued in front of C,.
It is clear that V, and V, have the same statistical characteris-tic (symmetry) thus,
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For this reason we can calculate El V.. To calculate ElV.I, we condition om the size of the bulk in
which C,arrives:

E1V, IX,(I)-M -L- - ki(C

Now, unconditioming (C11) we set:

Sk-i_ kPrfX,(t)-kj
k- 2

- .. k2Pr[X(t)ak - kPr(X(t)-MkI

0 o2 +0A 2-1 (C. 12)
2pa

which is identical to (4.89).
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APPENDIX D

Glossary of Notation for Chapter 4

C, the length of a cycle (system in equilibrium). Sometimes, when the context
allows, C, is also used to denote the ith customer.

C,(z) the z-transform of the length of a cycle (system in equilibrium).

F( z,z 2, ,zv) the z-traosform of the number of customers found in the system at polling
instants.

I

F,(z) the s-transform of the number of customers found at queue i at polling instants.

G, the expected number of customers found at queue i when service completed at
station i (applicable only to non-exhau5tive systems).

the length of an idle period (System in equilibrium).

1(z:) the z-transform of the length of an idle period (system in equilibrium).

L; number of customers found at queue i at polling instants (system in equili-
brium).

L,(t) number of customers at queue i at time t.

P, the probability that station i is polled at a given polling instant.
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P,(z) z-transform or X,(t).

Q,(z) the z-transform of the number of customers found at queue i at arbitrary

moments (system in equilibrium).

the expected length of the switch-over period associated with station i.

R,(z) z-transform of the length of the switch-over period associated with station i.

to  the probability that queue i is empty at switch-over instants (symmetric system).

S. the length or a service period (system in equilibrium).

SP) the z-transform of the length of a service period (system in equilibrium).

T, the waiting time of an arbitrary customer arriving to station a (system in equili-
brium).

T,(z) the z-transform of T,.

V. number of customers which arrive together (in the same bulk) with a tagged cus-

tamer to queue i and which are served in front of the tagged customer.

V,(z) the z-transform of V,..

V, number of customers which arrive together (in the same bulk) with a tagged cus-

tomer to queue i and which are served after the tagged customer.
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W& the waiting time of the first customer of an arbitrary bulk arriving to station i

(system in equilibrium).

WA(Z) the z-transform of W,.

S

so the probability that no customer arrives at queue i at time t (symmetric system).

X4() number of arrivals to queue i at time I.

6 the variance of the length of the switch-over period associated with station i.

Var[X,(t)I

.m) the instant at which the mth service period of the system iu starts.

ijm) the instant at which the mth service period of the system terminates.

. m) the instant at which the mth switch-over period of the system terminates.

-. (m) the instant at which the mth service period of queue iu starts.

r, m) the instant at which the mtb service period of queue i terminates.

7 ,(M) the instant at which the mts switch-over period of queue i terminates.
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